Nﬁﬁgxm&y Jefferson Lab D e

SOFTWARE & COMPUTING

Streammg Readout e October 12 at 11:00 a.m. (EST) / 5:00 p.m. (CET)

Streaming Readout for
the Next Generation
of Electron Beam
Experiments

Marco Battaglieri
Jefferson Lab/INFN

(for JLab SRO Team)

G Farnesina [.@aon| cloSp Jeff;rzon Lab INFN

X Ministero degli AffariEsteri e aeoo spottonein L/
B .f\

‘: & e della Cooperazione Internazionale
Supported by Italian Ministry of Foreign Affairs (MAECI) as Projects of great Relevance within Italy/US Scientific and Technological Cooperation under grant n. MAE0065689 - PGR00799

&

VPR

1, us oemmmmentor | Office of &S A Streaming Readout for the Next Generation M.Battaglier - JLAB/INFN

‘> ENERGY Science \\ of Electron Beam Experiments ' -!efferson Lab



Present

Jefferson Lab: CLASI?2

2= add Hall D
" (and beam line)

Upgrade magnets
and power supplies

cryomodules

20 cryomodules

Add 5

cryomodules
Beam Power: |MW
Enhance equipment g‘eamPCurrent: 90 ;/; cov
i H H ax rass energy: L. L
U in existing halls Max Enery Hall A-C: 10.9 GeV
Max Energy Hall D: 12 GeV

Hadronic Calorimeter(s)
Electromagnetic Calorimeter
Time Projection Chamber (TPC)

Minimum Bias Detector (MDB) Streaming Readout

Intermediate Tracker (INTT) ’

% "
MicroVertex Detector (MVTX) K, @

“3 % U.S. DEPARTMENT OF
2 Office of

ENERGY Science

*Primary Beam: Electrons

* Beam Energy: 12 GeV
e [0>A>0.1fm

¢ nucleon — quark transition
e baryon and meson excited states

*100% Duty Factor (cw) Beam

e coincidence experiments
e Four simultaneous beams

¢ Independent E and |

* Polarization
e spin degrees of freedom

e weak neutral currents

Luminosity > 107 -108 x SLAC
at the time of the original DIS experiments!

Streaming Readout for the Next Generation

Buffer Box
—{ Buffer Box
I To the
100Gbit/s AL Iri SDCC/HPSS
Network Buffer Bo
- — u X
EBDC Switch
| Buffer Box
EBDC
— Buffer Box
EBDC
~40
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Present

Hall A — High Resolution Spectrometers and
new multipurpose large acceptance detectors

'Hall C — Super
" High Momentum

4 Spectrometer
| (SHMS)

L
»

-
-
.

short range
correlations, form
factors, and future
new experiments
current: SBS
future: MOELLER,
SOLID

X precise
determination of
valence q properties
in nucleons and

nuclei, CPS

Hall D — GLUEXx detector for

Hall B - Large photoproduction experiments
acceptance
detector CLASI|2
for high luminosity
measurements

(103>cm-2s-1)

Understanding
nucleon structure via
GPDs and TMDs and

hadron spectroscopy

* explore origin of
confinement by studying
hybrid mesons
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future

i
Scattering Chamber and

Lead Wall d Collar Lead Collar Lead Collar
| Targe H . . . .
ot mtuded i "OeI' e  Solenoidal Large Intensity Device — new multipurpose
M M ocoon o SR _ detector facility optimized for high luminosity and large

acceptance, enabling very broad scientific program

* Unique capability combining high luminosity (1037-39 /
cmz/s) (more than 1000 times the EIC) and large
acceptance, with full ¢ coverage to maximize the

science return of the 12-GeV CEBAF upgrade

Lead Wall

Drift Pipe

E— — ® Large acceptance . .
0 40 80 120 150 Erwrd/Bekw angles HRes Tracklng

* Unique discovery space for v .
i 0.241 e
new physics up to 38 TeV N l I ID
mass scale, with a purely 02% ¢ 27 I
Ie tonic robe 6 0237 o ) SOLENOIDAL LARGE INTENSITY DEVICE
P P & . . e\
e CD-I approved Dec 2020 5 0235 JLaly
 Expected to operate in 02% Data
Projected "%
FY26 *1 JLab data:
0.229 +
0.0001 0.01 10000
Q (GeV)
lon Injector : }BI;Eglﬁl . }- L operating one IR at a time A g
BNL-EIC - | — gﬁgﬁLﬂe }- L operating both IRs with a fair-share E\
\\ G = = e é
; > 10% 1005« Luminosity 100-1000 times that of HERA
N Sin z o - : :
NN e e 2 jon |, 3 ¢ Polarized protons and light nuclear beams
Inlector (RCS) - E E
E I C o £/ % ¢ Nuclear beams of all A (p—U)
(Polarized) nterna —
- 102 e I =« Center mass variability with minimal loss of luminosity
: . .
- T £ * Precise vertexing

Center of Mass Energy E_, [GeV] ——>

e Excellent PID
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Traditional (triggered) DAQ

* All channels continuously
measured and hits stored in

short term memory by the
FEE

* Channels participating to the
trigger send (partial)
information to the trigger
logic

* Trigger logic takes time to
decide and if the trigger
condition is satisfied:

* anew ‘event’ is defined

* trigger signal back to the
FEE

* data read from memory and
stored on tape

* Drawbacks:

* only few information form
the trigger

* Trigger logic (FPGA) difficult
to implement and debug

* not easy to change and
adapt to different conditions

U.S. DEPARTMENT OF Ofﬁce Of
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Streaming RO

Traditional triggered Streaming
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/ Self
\  Trigger ,
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/ Global p
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/ ﬁ
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\J Y
Files i

Stream

Store

ing Readout for the Next Generation
of Electron Beam Experiments

M.Battaglieri - JLAB/INFN

Streaming readout

* All channels continuously
measured and hits streamed to a
HIT manager (minimal local
processing) with a time-stamp

* A HIT MANAGER receives hits

from FEE, order them and ship to
the software defined trigger

* Software defined trigger re-aligns
in time the whole detector hits
applying a selection algorithm to
the time-slice

+ the concept of ‘event’ is lost

* time-stamp is provided by a
synchronous common clock
distributed to each FEE

* Advantages:

* Trigger decision based on high
level reconstructed information

* easy to implement and debug
sophisticated algorithms

* high-level programming languages

« scalability

.gefferson Lab




Streaming RO

Traditional (triggered) DAQ

* All channels continuously
measured and hits stored in

short term memory by the Traditional triggered

FEE / N
* Channels participating to the h Digitize |
P pating \_ y,
trigger send (partial) Local
information to the trigger Tngger v N
|OgiC < Acquire j
* Trigger logic takes time to Global
T
decide and if the trigger &/ i
condition is satisfied: 4 \
‘ . Build
* anew ‘event’ is defined \ )
* trigger signal back to the
FEE v
 data read from memory and / Store 3\
stored on tape \ j

* Drawbacks:

* only few information form
the trigger Files

* Trigger logic (FPGA) difficult
to implement and debug

* not easy to change and
adapt to different conditions

We know it works!

Streaming Readout for the Next Generation

Streaming readout

* All channels continuously
Streaming measured and hits streamed to a
HIT manager (minimal local
g Digitize | processing) with a time-stamp
Self * A HIT MANAGER receives hits

\  Trigger | from FEE, order them and ship to
the software defined trigger

)
Acquire
/% Software defined trigger re-aligns
| in time the whole detector hits

\ applying a selection algorithm to
re

" Sto the time-slice
Global J
distributed to each FEE

\ Trigger /
Process }
* Advantages:

L »
N * Trigger decision based on high
Store level reconstructed information

* easy to implement and debug
sophisticated algorithms

* high-level programming languages

« scalability

il

net

+ the concept of ‘event’ is lost
* time-stamp is provided by a
synchronous common clock

|
)

-

[1

We need to prove that it works!
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Why SRO is so important???

* To cope with high luminosity experiments
« Current experiments are limited in DAQ bandwidth

* Reduce stored data size in a smart way (reducing time for off-line processing)

* Shifting data tagging/filtering from the front-end (hw) to the back-end (sw)
« Optimize real-time rare/exclusive channels selection
« Use of high level programming languages
 Use of existing/ad-hoc CPU/GPU farms
« Use of available AI/ML tools

* (future) use of quantum-computing
* Scaling
« Easier to add new detectors in the DAQ pipeline

e Easier to scale

« Easier to upgrade

CERN: LHCb, ALICE,AMBER
FAIR: CBM

DESY:TPEX

BNL: sPHENIX, STAR, EIC
JLAB: SOLID, BDX, CLASI12, ...

Many NP and HEP experiments
adopt the SRO scheme (with
different solutions):

wor | Office of  EJSA Streaming Readout for the Next Generation
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SRO for EIC

A Streaming Read-Out scheme for EIC requires: - 2 ws per year, (last: SRO VIl was in April 2021)
* to identify and quantify relevant streaming-readout parameters
* to be implemented in realistic study cases

* to compare performances with traditional DAQ

* to evaluate the impact on EIC detector design

|deal avenue to exchange ideas, progress across project.
Contact with commercial enterprises:  what is in the
pipeline? What should be in the pipeline?
Monthly phone conf. https://indico.mit.edu/category/|)
Mailing list: eic_streaming_readout@mit.edu

EIC R&D Not aligned with a particular proposal, and many non-EIC
Streaming Readout Consortium participants

eRD23

Next workshop
Date: Mar 05, 2021 ° Ol’ganized by ORNL

EIC Detector R&D Proposal and Progress Report e virtual. Dec 8- I 0 202 I ] Ll ) J‘ e
| ’ == 0K RIDGE NATIONAL
Project ID: eRD23 ‘ o MAF(T;IRAU(E%BE(L'[E'LE&E&%I;LE

Project Name: Streaming readout for EIC detectors
Period Reported: from 6/26/2020 to 2/28 /2021

Project Leader: M. Battaglieri and J. C. Bernauer

Contact Person: M. Battaglieri and J. C. Bernauner

Proje smbers

; ';f;;":'}“ N SCIENCE REQUIREMENTS

Bmokhmlrm National Laboratory, Uptown, NY AND DETECTOR 2l

S. Ali, V. Berdnikov, T. Horn, M. Muhoza, I. Pegg, R. Trotta CONCEPTS FOR THE 14.6 Data AcqulSltlon
Catholic University of America, Washington DC

INFN, Genova, Italy

F. Ameh

INFN, Roma La Sapienza, Italy

L. Cappelli, T. Chiarusi, F. Giacomini, C. Pellegrino
INFN, Bologna, Italy

D. K. Hasell, C. Fanelli, I. Frid&i¢, R. Milner
Massachusetts Institute of Technology, Cambridge, MA

J. C. Bernauer
Stony Brook University, Stony Brook, NY and Riken BNL Research Center, Upton, NY

14.6.1 Streaming-Capable Front-End Electronics, Data Aggregation, and Tim-
ing Distribution

M. Battaglieri, M. Bondi, A. Celentano, L. Marsicano, P. Musico ELECTRON-ION COLLIDER
((( ) EIC Yellow Report

A streaming readout is the likely readout paradigm for the EIC, as it allows easy scaling
to the requirements of EIC, enables recording more physics more efficiently, and allows
better online monitoring capabilities. The EIC detectors will likely be highly segmented,

E. Cline _ 2
Stony Brook University, Stony Brook, NY _— = 7\ ECC E ATH E NA CO RE
S. Boyarinov, C. Cuevas, M. Diefenthaler, R. Ent, Y. Furletova, V. Gyurjyan, G. Heyes, K\ Y
D. Lawrence, B. Raydo e 'Czl. Wi A
Thomas Jefferson National Accelerator Facility, Newport News, VA % '5\ » % 3'.
[
% Y
A 3
Abstract

The detectors foreseen for the future Electron-lon Collider will be some of the
few major collider detectors to be built from scratch in the 21% century. A truly
modern EIC detector design must be complemented with an integrated, 21® century
readout scheme that supports the scientific opportunities of the machine, improves
time-to-analysis, and maximizes the scientific output. A fully streaming readout (SRO)

of Electron Beam Experiments .Jefferson Lab

ENERGY Science




Some examples ...
e _ el

Streaming readout for EIC

l(ll - -1<rapidity<-0 ! 7 O<rapidity<1
5 GeVx50 GeV

hadron

photon

A triggerless DAQ provides advantages for
all EIC reaction channels ok

electron
Inclusive channel £ ks
» Excellent e/h and e/y discrimination 5 0
* Atlarge n (large Q2), low-momentum electrons
are overwhelmed by hadrons background 10
Triggerless DAQ system allows a sophisticated electron |
selection, making use of advanced algorithms applied to
the full information from detectors . ' o
Momentum (GeV)
v WE | o
. : ‘ X2 L V
Exclusive channels ™ A L L g kS
. o . . . L nre ——4 e
Several trigger conditions tailored to physics o o
Eg. DVCS J : o 0
» DVCS benefits by the measurement of the hard o L 150 - AN PN
photon together with the scattered electron o | ‘ &' ok 8
* The dominant BH background can be rejected by - b [
reconstructing 0. and By and cutting on (0.-6y) m |
1000 - [
t'.:ll l I

Large flexibility to add new triggers for different physics cases!

A b otrasmevon | Office of  —JSA Streaming Readout for the Next Generation M.Battaclieri - ILAB/INEN
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Some examples ...

Alexandre Camsonne, Jeffery Landgraf

SCIENCE REQUIREMENTS

We envision a triggerless streaming DAQ system following the outline . AN DETECTOR
described in the Yellow Report («ET)» FLECTRON-ION COLLIDER

* Gets rid of many latency constraints

* Gets of the need for a hardware trigger

* Amplifies the need for robust zero-suppression |/ data compression
* No trigger allows for any physics process studies off-line

(Front End Boards
on/near detector) Front End Processors

(Electronics in DAQ room)

Detector

Front End Boards
(on/near detector) DAQ Network /

Clock Distribution Computing
Detector (COTS)

Front End Boards
(on/near detector)

Detector

a0 us-oeeartuentor | Office of Streaming Readout for the Next Generation M.Battaslieri - ILAB/INEN
7/ ENERGY | science \\J A of Electron Beam Experiments Battaglieri - JLAB/ .Jefferson Lab



Some examples ...

- IES—— L. 3 i Si trackers

sci/fi, SiFi

» Collider parameters:
* ~500KHz of collisions
* ~60-100Gbps zero suppressed data
* ~|5 KB/event

* ~100 bytes/bunch crossing
» Significant number of channels
» Challenging data compression scheme
* Noise reduction
» Zero suppression
* Background elimination

» Keeping option of data selection before going to
tape in case data volume too large to record all
the streams

» Tracking: GEM + MPGD
» eCal-FW: PBWO + Wi owder

» eCal-BR: SiFi

» hCal: Fe/Sci
~ » pld: mRICH, DIRC, DRICH
» pld: TOF LGAD
- » FarFW:ZDC, RomanPot

Alexandre Camsonne, Jeffery Landgraf

Readout Technology | Channel Count

Silicon Tracking
GEM/MMG Layer
Cylindrical MPGD *
HP-DIRC

ECAL

HCAL

HCAL imaging
dRICH

Off-Momentum
Roman Pots
ZDC

TOF

Streaming Readout for the Next Generation

Si MAPS
GEM
GEM
MAP/MT

Si MAPS
PMT/SiPM
PMT/SiPM

Si MAPS
AC-LGAD (eRD24)
AC-LGAD (eRD24)
LGAD + ASIC eRD27
AC-LGAD

M.Battaglieri - JLAB/INFN

378
217K
60M
100-330k
1.7K

24K
480M
350K
330K
32M + 320K
750K
500K
225+366
15M

& U.S. DEPARTMENT OF Office of (J A
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Some examples ...

J.Huang

Streaming readout for sPHENIX

Streaming-DAQ enabled scientific connection:
Example: gluon dynamics via heavy flavor A,

Universality test on gluon Sievers

- -
< >

sPHENIX D° trans. spin asymmetry, Ay~ Gluon Sievers via tri-g cor.  EIC SIDIS D° transverse spin asymmetry - Gluon Sievers

z CTrrrit | T 1 171 I T T 171 I T T 171 I T T 171 ] T 111 I T T 171 I Trri I rrrIrr [ LI = i r I
< N i %
| . ] - =0 1 & | 1 7 . . . :
0.03— sPHENIX Projection, p'+p—D%D +X, P=0.57 £ [ erP18x2BGeV b iacted Luminosity 100 fb
6.2 pb™' str. p+p, Years 1-3 <10% Streaming DAQ < 0.05/ Det.Matrix PID
0.02 |

—e— 86 pb str. p+p, Years 1-5 <100% Streaming DAQ
Kang, PRD78, A, = A, =0 :

0.01 - Kang, PRD78, A, = -A,=70 MeV I
il \ (0] o
Oﬂffﬁﬁhs=‘=ﬁ—¢—b__§_ ¢ +j ’A\\ o [
_0-01} .-"""'“..-.“-“ ?0 o
| nmen -0.05— |
- .....-'""-""-..‘ — r Q2 > 1 GeV2 -)
-0.02— — L J
oo o Lo v by o by v b by v by v v by g by vy 44 L |
0 05 1 15 2 25 3 35 4 45 5 0 2 4 6
p. [GeV] ) n kS
[sPH-TRG-2020-001] T etp »D+D+X
Model: 10.1103/PhysRevD.78.114013 [CNFS HF@EIC workshop, Nov 4-6, 2020]
Jin Huang <jihuang@bnl.gov= Software & Computing Round Table

wor | Officeof  E—JSA Streaming Readout for the Next Generation M Battaglieri - JLAB/INFN
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Streaming RO @ JLab

Streming Read Out (RO) is one of the milestones of JLab Agenda

* Streaming RO is necessary for a long-term HI-LUMI upgrade of CLASI2
« Running CLASI2 at higher luminosity (wrt the designed 1035cm-2 s-!) has been declared as a milestone
for the FY21| JLab Agenda

* The appointed PhysDiv Task Force (S.Stepanyan) identified a staged approach with an increase of 2x
(keeping €rec>85%)in 2-3 years (Phase ) timeframe and a 100x in 5-7 years (Phase Il)

« An update of the RI CLASI|2 DC with more dense detector (e.g. GEM) is expected in Phase I. A
Streaming RO DAQ upgrade is necessary for the Phase |l
* With the current triggered technology the maximum possible event acquisition rate for CLASI12 is ~100
kHz (R~30 kHz now) replacing MM and CAEN TDCs
* Streaming RO can be tested in Hall-D using the PS hodoscope

« Hall-D PS can be used as a beam test facility (fully parassitic) for a tagged electron/positron beam

* Streaming RO is recognised as the leading DAQ technology for the EIC project
« CLASI2 can be used to test and validate detector/DAQ solutions for the EIC in a realistic on-beam

condition
« Using VTP readout CLASI2 can reuse 3/4 of existing triggered boards (fADC250) in streaming mode

* Part of a lab-wide effort (involving Hall-C and Hall-D) to test EIC calorimetry

Unique opportunity of testing solutions in real (on-beam) conditions!

wor | Officeof  E—JSA Streaming Readout for the Next Generation M Battaglieri - JLAB/INFN
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Streaming readout for CLAS12 HI-LUMI
™ _ e

Goal: double the current luminosity to operate CLASI2 at L~2 x 1035 cm2 s-! within the next 2-3 years

* CLASI2 High Luminosity operation has been included in the Lab Agenda
* Hall-B Task Forces (S.Stepanyan and S.Boyarinov)) conclusions: required a 1) new tracking detector & 2) new DAQ

1) New CLASI2 tracking system: p-Rwell 2) New CLASI2 Streaming Readout (SRO) DAQ

* current ‘triggered’” CLAS12 DAQ limited to 50 kHz acquisition rate

Catte FCB The pU-RWELL features: *» working on a full streaming mode with 100kHz bandwidth
* Use of the current FE electronics (fADC250,VTP) and new backend software (TRIDAS)

+ Compactness

: — J I - Easy assembly * On-beam tests with CLASI2- FT are promising
rxc-,-ucm‘ﬁ—g | - Easy powering CLASI12-FT SRO tests
TR = insi i . 0 peak identified using a real-
~ - ' = + Intrinsic spark quenching Streaming RO CLASI2 FT | mOp gar
| Same technol " sed for EIC 1000| time Al-supported clustering
Roesca ’ ology propo o tests: tl‘iggerleSS DAQ chain : b-ror:;; c;s;«;a‘t»on ) ‘ i
) SIANCINC C-Dased . Optimzed cut-based clustenng
front view .NNNl: methed A . d clust

The performance side view | [ lomme ne -L/] - o

. Front-End: e | F" ’U\
* Gas gain: 104 abcaso | | SROSW 2000| JA
*Rate capability HR version: 10 MHz/cm2 vTe TRIDAS : K J K\“ maisien,
*Rate capability LR version: 100 kHz/cm2 1000k ;’ bR A b
* Spatial resolution: down to 60 Um 2;%‘;0""0' : I

\_ ) s

* Time resolution:5-6 ns :
) 200

M(highest ene. clul, clu2) [MeV/c’]

Status: CLASI|2 u-RWELL prototyping )
....... Geant4 visualization Optlons for U-RWELL readout

» full implementation in GEMC/REC software * under test: SAMPA (ALICE) ,VMM3 (ATLAS) and FATIC2 LHCb)

O ENERGY | science \\ of Electron Beam Experiments 4efferson Lab



Back to present: the CLASI|2 detector

Forward Detector:
-TORUS magnet

- HT Cherenkov Counter

- Drift chamber system

- LT Cherenkov Counter

- Forward ToF System

- Preshower calorimeter
- E.M. calorimeter (EC)

Central Detector:
- SOLENOID magnet

- Barrel Silicon Tracker

- Central Time-of-Flight

- — e

Upgrades:

- Micromegas (CD)

- Neutron detector (CD)
- RICH detector (FD)

- Forward Tagger (FD)

W o\ 9
W

' s oemmuenior | Office of &S A Streaming Readout for the Next Generation M.Battaglieri - JLAB/INFN
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CLASI|2 and the Forward Tagger (FT)

Tracker

FT-Trck: MicroMegas

* electron angles and
polarization plane

FT-Hodo: Scintillator tiles
* veto for photons

FT-Cal: PbWO, calorimeter

* electron energy/momentum
* Photon energy (V=E-E')
* Polarization €' = | + V2/2EF’

Streaming Readout for the Next Generation M.Battaglier - JLAB/INFN
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FT performance

Forward Tagger

o % Final calorimeter calibration
o CLASI?2 based on real data:
\"

-  Energy calibration based on elastic
data at 2.2 GeV and 6.4 GeV

~ - Timing calibration based on
N / coincidence with forward CLASI2
B scattered | 0.5 - 4.5 GeV detector
6 2.57 - 4.5°
b 0° - 360° _,;,:l-,: EIECt:‘OI'I ente;g{ GV
— — - spectrum at 2.2 Ge
v 6.5 - 10.5 GeV wol P ‘
Q? 0.01 - 0.3 GeV* (< Q% > 0.1 GeV?) g E - 33%
T L ) — .
W 3.6 - 4.5 GeV ) E
FTCal n° mass 100 -
) (Enies 658 :
- . [Moan o4 ol e T
i &00 e 100 00 .é "];Me_!.,‘,.-.) . 0
24 | 200 ps resolution
E
C'_ M 1 P P“.Jn"q_r""-\...ln 1 thH_-r-\..i__..m_ TR i | I
-20 -158 10 -5 [ 5 10 15 20

Time Offset (ns)

) ua oeeazmusnt e | Office of —°A Streaming Readout for the Next Generation M.Battaglier - JLAB/INFN
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Streaming RO - CLASI|2-FT tests

* SRO DAQ full chain test: FE + RunControl + Streaming ROsw + Rec

* On-beam tests
« Runl: 10.4 GeV electron beam on Pb target in Jan/Feb 2020
« Run2: 10.4 GeV electron beam on H2 and D2 targets in Aug/Sept 2020

- Hall-B CLASI12 Forward Tagger: Calorimeter + Hodoscope + (Tracker)
Test equipment

Goal: e FT-Cal: 332 PbWO crystals (APD)
* collect data with 1-2-3 clusters in FTI-CAL * [0+12 fADC250 boards + 2VTPs (in 2 crates/ROCs)
* ldentify the reaction * FT-Hodo: 232 plastic scintillator tiles (SiPM)
e H/D2/AI/Pb — (X) €' 0 —(X) e’y y » 15 fADC250 boards

* reconstruct Mmo double-clusters (1TT0) mass obtained

from FT-Cal RG-A data fed to TRIDAS

hClus2M
E Entries 1025
30— Mean 149.4
scattered CLASI2 = SuiDev 7202
e- FT-Cal o=
Y C 0 peak
e- beam 0=
> M0 .
- Y E
lead . NS T
‘\ S ~.$ :
target . . -
\‘ S 5l—
. X - not detected =
0_ 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1
0 50 100 150 200 250 300

Massa Invariante (MeV/c2)

nor | Officeof f— Streaming Readout for the Next Generation
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Realistic inclusive 1% photoproduction model

» Multi TT0 detection suppressed by FT acceptance
» Physics model of 70 real photoproduction
from JPAC (arXiv:1505.02321) Contributions considered
» Electroproduction simulated as quasi-real ph.prod. as in Tsai .
> 2 <k, <10 GeV » Internal in Lead
» Acceptance 2° < 9’.70 < 6°, quite larger than the real one; > Real (brehemstraalung)
» Real acceptance (different for each target) from GEANT _ :
> Other cuts from GEANT » Virtual (electroproduction)

0.70
-
050 ~

= T » Internal in Alluminum

» Real (brehemstraalung)
» Virtual (electroproduction)

» Real photons radiated from Pb, target Al

& 030
'oo
u01
1010
s
=

<

Internal production (Tsai 4.16, 4.24):
1

Epeam dk
By, (e 05200 CLASI2-FT acceptance/efficiency

1 Epeam dk
- k)Fr— = 0.182ub
|Og Ebeam/kmin Amn U( )FT k .

Radiated from Pb: B> From Lead' 7 = —4 cm, |.4%
. L » Internal in Llc\elas ] 1
b b NaXppo Pb Ebeam 5.
[ f(k)dk] / 0 (K)ax F(k)dk = 0.964 b > Real e %5 73" log % ;284“0 W » From All, z=255—-4cm, x =1 cm, 0.8%
Kmin Kmin > Virtual N =4 pr teq Iog beam — 433 x 10° b

Ep -1 b
[/ f(k)dk] / o(K)er F(K)dk = 0.177 jib » |nternal in Allumlnuan12
K Kenin » Real 1: Ne%% Iog% = 244 ;b1

with F(k) = [4 (1= &) + sz} (Tsai 3.84) > Real 2: N, M0 Taz jog Bwm — 680 b~ Expected )’Ie|C| (20mn run L=le35 cm2 s-l)
» Virtual 1: N, NAXAO Thliteq Iog Eveam — 2 47 x 104 ub™!
> Virtual 2: N, ’VAXAIO Taizteq log kb;mm =411 x 10* b~

» Real photons radiated from Pb, target Al
> N, MaXao T Ty [f:fﬁn f(k)dk] —3.13 x 10* b~

> N Mo To, Tap | fi2 £(k)dk| =523 x 104 ub~?

» From Lead ~1800
» From 160um Al+glue ~420

" us oerentor | Office of A Streaming Readout for the Next Generation M.Battaglieri - JLAB/INFN
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Hall-B Tests

M.Bondi, PMoran, S.Vallarino

. Moeller cone  FT-CAL

- Full GEANT4 simulations for the different experimental configurations * ~ cLasI2
- Runl: no Moeller cone, nuclear (thin) target
- Run2: Moeller cone, longer target

Thick absorber

2-gamma events assuming z=-32cm y /
D2 target run 12509 FTC FADC SCALERS
- As a reference, — ‘
300¢ e data taken both " A
[+ i 4 ¢ M ’
250 _— in ‘triggered’ and -
g2y ‘ SRO mode .
3150F .
@) - 3 Max: 12 kHz ]
100 & 2 Total: 1.1 MHz
503_ : Beam Right .
- X-Asy: -7.6%
b e ? Y-Asy: +5.1%
50 100 150 200 250 . e oy
M (MeV) - On-line scalers 2
during Run2 -
: < L
R.De Vita clas 9 s @
10 s
-11 2 3 \\ 1
1110 9 8 7 6 5 4 3 2 1 -1-2-3 4 5 {O?s -9 -10-11 10
SRO mOde: 31/8/2020 16:45:17 éo‘ X
* LI “minimum-bias”: at least one crystal with energy > 2 GeV XYa S8 FADCaTINGS WSai W/aGh UEDad
 several L2 conditions in “tagging-mode” and “filtering-mode” Goal:
» “standard” clustering algorithm: at least 2 clusters in FT-CAL  study SRO performance: memory + cpu use, trigger eff,, ...
* cosmic tracking * Collect data for physics analysis: piO production on target
Al clustering algorithm: at least two cluster in the FT-CAL * Demonstrate t SRO s outperforms vs. a triggered DAQ

M.B lieri - JLAB/INFN
of Electron Beam Experiments accagliert - .Jefferson Lab
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Streaming RO - CLASI|2-FT tests

- FrontEnd

(" - N ~ O“}K‘:AEEC D.Abbott, FAmeli, C.Cuevas, P. Musico, B.Raydo

- . B D in H ”
Front-End: SRO SW \ JLAB FADC in “Streaming Mode

fADCZSO TRI DAS Streaming data can be thought of as Triggered mode where the trigger is a fixed pulser and you keep all the
VTP data for a single channel generated from the last pulse.
A 250 MHz FADC generates a 12 bit sample every 4ns. That’s 3 Gb/s for one channel. A 16 channel module is
k J L J 48 Gb/s. That is over twice the available VXS bandwidth. But we don’t need ALL the data.
Readout Time Slice i
RunControl cros0w 2 Ts3 e
ROI .o . - . \
CODA Chan 1 f (T M; TTTTTTT : T ‘ ‘ : T
\ J . R ™ ™ : Ty
Fine i
Time Stamp
|4 N ' '
. ROI " ROI ! ROI
Chan 16 U ‘ . ‘r.r I : r1 T
TH ™ ™

Within the FPGA we keep only the data around a Region of Interest (ROI) from

Stream i ng DAQ Thl‘O ug h the VXS Trigge r P rocessor each channel, along with a fine time stamp in each time slice window.

e o4 Depending on hit rates and available bandwidth , We can keep the individual
Bypassing ‘64x Example :
. samples or just compute a sum,

Jefferfon Lab

1 SSP m: 32 LC fiber @2.5Gb '
- manages fher Lo.220ps . VTP can perform significant data processing

192 channels for FPGA front end so,
Single VXS crate could stream

* Streaming bandwidth 320Gpbs to VTP 1925pGA * 32pinks * 16ssp == 98304 Chs
*  40Gbe from VTP “CODA ROC”

BB 16 SSP/crate @20Gbps to VTP [ 4 lanes/@3SGbps |

During tests:

Lo UseltestASIC sBe * Peak data rates ~|50MBytes total
Detector SN o e CurrentVTP limit ~2GByte/sec
Tupecsher  Uplodolt * Max: |0GBytes/sec

|
Module designed for RICH

O ENERGY | science \\ of Electron Beam Experiments 4efferson Lab



Streaming RO - CLASI|2-FT tests

CODA

S.Boyarinoy, B.Raydo, G.Heyes

Forward Tagger in streaming readout

\_

Cebaf Online Data Acquisition (CODA)
* Designed for trigger-based readout systems

e The Event Builder (EV) collects data from 100+ Readout
Controllers (ROCs) and VXS Trigger Boards (VTPs)

* TheTrigger Supervisor (TS) synchronizes components
using clock, sync, trigger and busy signals.

CODA adapted to SRO mode:

* EB replaced with new SRO component and back-end
software capable of gluing ROC information based on
timestamp instead of event number.

* ROCG:s not send data on VME bus (only initial
configuration)

* Readout performed by VTP boards over serial lines
* 20GBit/s per crate (up to 40GBit/s if needed.)

"% U.S. DEPARTMENT OF Office of
&/ ENERGY Science

a Online REC
r N T anaz
Front-End: SRO SW \

fADC250 TRIDAS
VTP
\_ J L )
RunControl
CODA
Y,

FTC FADC SCALERS

" W

FTCAL (1% half)

\est

(processes on Linux server)

’ \Se) o~
'y

> ‘ Input ’
thread

adcfl
(TS)

v wit ) ‘tﬁ E
&7 406% \ / 2
% N\,

FTCAL (25t half)

clock 250MHz

adcft2

VTP

L 4

FTHODO

B

adcft3

VTP

Vi

Streaming Readout for the Next Generation
of Electron Beam Experiments

[ Circular
| Bufferl )

,"‘ Circular |
\  Bufferl0 )

~ Output
Threadl

* Processl

N{ Process2 .l

..........

[ Output

{ Thread10

M.Battaglieri - JLAB/INFN

\1 ProcessN_ |

—

v

To TriDAS

.gefferson Lab



Streaming RO - CLASI|2-FT tests

~
( Va | Crline REC TRIDAS
Front-End: srRO swW |* T.Chiarusi, C.Pellegrino
fADC250 TRIDAS
VTP
\_ J J
RunControI FT- ECal Hodoscope HMs coherently slice the timeline, relying on time-synchronisation Time
CODA

\_

One TimeSlice
With data fromn all Detector

TriDAS: backend SRO sw
framework

developed for KM3_NET
installed on Hall-B cluster
Tested on multiple CPUs
FT-Cal rate: 20-30 MHz
Few hot-channels > | MHz
Dta rate ~50MB/s

Tests performed with
different parameters
(thresholds, HM, TCPUs)
Profiling and performance

) U.S. DEPARTMENT OF

G |
6 sockets (1/half rack)
o
User

ARy

Coda Translator

60 sockets (1/board)
[ 11 ]

12X R

=

User-defined
Datacards

TSC/

%\

N\,
[ [0

TriDAS Core

Streaming Readout for the Next Generation

Permanent storage

TCPUs applies L1 + L2 filtering

L1 Trigger : Qth

L2 Trigger : Jana Plugin

Post-trigger file

M.Battaglieri - JLAB/INFN

9 ENERGY | siene &IA

of Electron Beam Experiments

4efferson Lab



Streaming RO - CLASI|2-FT tests

( h JANA2 + REC

(" r N 7 ~ Online REC N.Brei, D.Lawrence,
JANA2 M.Bondi’, A.Celentano, C.Fanelli, S.Vallarino
Front-End: SRO SW .
fADC250 TRIDAS TriDAS + JANAZ2
VTP —
Y Y > N
\ J L _J e JANA2: C++ framework e ~  TriDAS TN
o Full event reconstruction |
RunControl m Calibrations uj/ - SyStem E d
\ CODA a Translation table N
m Multi-threading "\_\_ TC-PU_ . /.-:"'_'
FE setup: | S S—
» FT-Cal only o Sofwwar: rigger ‘ -
« TET (on fADC250)=15/50, m Summed energy threshold 2
e LI threshold: 2000 (MeV) m Single/Double cluster 8o
* LI time window: 400 ns s Coincidence FT + FH i ZI:D o
= Prescale ' - >
JANA2: =
e LI “minimum-bias”: at least one o Trigger decisions recorded in output stream
crystal with energy > 2 GeV
e scaler (all LI to diskS b
* L2 plugins (tagging and filetring) %EPSCI https://jeffersonlab.github.io/JANAZ/ g
» “standard” FT-CAL clustering '
(Neluster= 1, 2, 3) JANA Event Source plugin
* cosmic tracking « Read TriDAS file.pt files for offline analysis
* Al clustering algorithm: at least « Offline algorithm development immediately available for use in Software Trigger
two cluster in the FT-CAL « Strong integration between online and offline

wor | Officeof A Streaming Readout for the Next Generation M.Battaglieri - ILAB/INEN
\\ of Electron Beam Experiments accaglert -] .!efferson Lab
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Runl Data analysis

M.Bondi, S.Vallarino, A.Celentano

]
g oL Time Walk correction curve - Channel 60
- £ F
C — _|
106 - %’ 40 :—
= £ L
3] L
r LL —
10°F & 30+
: 8
10 -
F 20 [
110° Number of hits 10° B B
2400 E |
2200 — - 10 :‘_
2000 — 2 L -
1800 i— 8 —
1600 — B 0 —
= 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 I 1 1 1 1 |
1400 = T P P T T 0 1000 2000 3000 4000 5000
1200 — 3 4 5 6 7 8 Hit Energy [MeV]
1000 f— Number of clusters
800 i—
600 — Time difference between two clusters
400 — =
200 = 80000 —
0 _(; 5 10 15 20 25 — 3|0 E
Number of hits 70000 —
: : : 1 60000 —
Distribution of 2 clusters position . -
E . C s 50000 —
= - —
> 150 —lgo 40000 —
100— —70 30000 —
50/ 20000 —
C 10000 —
o -
- 0 B~ 1 1 i 1 I
- =200 -150 -100 -50 0 50 100 150 200
-50|- Time difference [ns]
-100—
- e Time-walk (time) and calibration (energy)
._150 —
ool o 0 010 P P P I * SRO data behaves as eXPeCted (Nhits, Nciusters, XY clusters AT)
-200 =150 -100 -850 0 50 100 150

U.S. DEPARTMENT OF

7 ENERGY
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Runl Data analysis

M.Bondi, S.Vallarino, A.Celentano

* Efficiency: comparison between online/offlin clustering

Efficiency Vs Cluster energy

Efficiency

0.8

0.6

0.4

0.2

II||II’III|III|III|

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 I 1 1 1
3000 4000 5000 6000 7000 8000 9000

Energy [MeV]

S 180
% C Pb target
o 160}
% . Two pi0 peaks corresponding to two vertices (and a wrong
a F secondary target assumption on the vertex position)

120 (Al, epoxy, ..)

100}

805— * Measured (expected) piO yield

eoE Peakl = 1365+-140 (~1800)

aof- Peak 2 = 930+-100 (~420)

20— | {

X - ) ' L,';: L 4( lz\.x ! "‘u L | 1 1 1
e L L L Run2 data analysis in progress

Mass, [MeVi/c?]

' s oemmuenior | Office of &S A Streaming Readout for the Next Generation M.Battaglier - JLAB/INFN
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Runl Data analysis (Al-supported)

C.Fanelli

Accomplishments
P _ Feb 2020 data_ - Implementation of Al

4000 l | — supported L2

) wrong clusterization | reconstruction

[ i Igorithms for SRO:

: by standard cut-based : ; Optlmlzed cut-based clustering ;ﬁic:; arrr:g oonr“ne
3000 method : tests accomplished

| tii.. Unsupervised clustering i P

L i Unsupervised (no
2000 A4 — cuts required)

.....

[U—
-
-,
-

entries/2.0 [MeV/cz]

.....

combinatorial bkgd

..............
.....

..............

---------------------------
...........................
...........................
---------------------------
...........................
---------------------------
...........................
...........................

...........................

hierarchical
clustering generally

robust against
variations in

experimental
conditions

Al tolerates larger
hits multiplicities

M(highest ene. clul, clu2) [MeV /2]

* Runl:off-line only * Run2:real time!

Data analysis in progress

Streaming Readout for the Next Generation

Office of  &—J“A
of Electron Beam Experiments

M.Battaglieri - JLAB/INFN
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Streaming RO - Hall-D tests

V.Berdnikov, T.Horn

HallD parasitic test beam area, o
secondary lepton beam with energy pai Spectrometer [~ Prototype
range (3-6) GeV » |

e magnet

* Triggered DAQ with NPS and FCALIl  convene ‘ x%
prototypes (baseline) praon | ﬂ]

* New prototypes PbWO/SciGlass . l; I?&:}I N - :
SiPM or PMT photosensors (3X3 Setup scheme SiPM(left) & PMT(right) cal. prot. Waveboard
matrix)

e SRO: preamps, fADC or WaveBoard

digitizers _. T o oz - o
10000t Maar 4572 000 -+ Maan ans Maar 478

Spring/summer run 2020 HallD tests:

* 3x3 PMT PWO prototype installed

 Baseline performance established with GlueX
triggered DAQ (parasitic mode) . )

 Central cell events hits (PS tile 59) correspond A - {':
to ~ 4.5GeV lepton =)

* INFN WaveBoard fADC for SRO tests

* Scintillator pads in front of central cell installed

for software L2 trigger 7 O 7 J O : .
e« SRO DAQ cabled/connected and tested

Data analysis in progress

Calorimeter resﬁon&e, channel by' channel

wor | Officeof  E—JSA Streaming Readout for the Next Generation M Battaglieri - JLAB/INFN
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Streaming RO - ERSAP

V.Gyurjyan, T.Chiarusi

Reactive, event-driven data-stream processing framework that implements
micro-services architecture

* Provides basic stream handling

services (stream aggregators, ERSAP Hall-B FT Beam Test.

stream splitters, etc.)

15,200 frames/sec.

* Implements tiered memory TSN e sees Hi ——
architecture (stream cooling: [k Decoder }_> _ Lscru
hierarchical ring buffers, data - } ’_’ """"""" .
lakes, etc.) Lo — :

* Defines streaming transient- R [ Decoder }_. — - ’
data structure e | ( i >’1 B F’

* Provides service abstraction to S J* -
present user algorithm (engine) ) o , | E—
as an independent service. L P : >’{ }* P *{ .

* Defines service communication NI )—' Noise reduction & trigger e
channel (data-stream pipe) T Receer mierersences - s
outside of the user engine.

» Stream-unit level workflow , \ FIGAL  FTHODO  TEB m—
management system and API o e R SR H

* Adopts design choices and \ | CLASI2 reconstruction micro-senvces
lessons learned from JANA, I
CODA and CLARA

JANA Plugin/Engine

ENERGY |science \g of Electron Beam Experiments M Battaglieri - JLAB/NFN .Jefferson Lab
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1 geant4 event is
(for example) 1 ps long

GEMC3: SRO GEANT4 MC :

Streaming Simulations Scope

SRO AT Crate Buffer
header

Continuous 10/40GbE Data Subscribers,

SRO AT Crate Buffer

TCP [Cemeos ] [[mceme |

Frame Buffer 31 Frame Buffer 32 Frame Buffer 33

ea
nt

Ev
en

65 ps

GEMC Streaming Hits

time

* Hits from a geant4
event can end on
different buffers
(propagation time,

etc)

. Pile-ups are intrinsic in

this scenario

DATA Stream

Analyzers

GOAL: Having simulated
data stream on network
indistinguishable from real
data

Streaming protocols / analysis systems
should be transparent to the data
source: experiment or simulation

Define and address challenges on hardware, communications and
software issues

GEMC: Accumulating geant4 hits in SRU Frame Buffers

Maurizio Ungaro

Buffer
Frame
ID 32

Buffer
Frame
ID 33

M.Ungaro, PMoran, L.Cappelli event 301

Streaming Readout for the Next Generation
of Electron Beam Experiments

U.S. DEPARTMENT OF

event 302

M.Battaglieri - JLAB/INFN

SRU absolute time
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Near future: on-beam tests CY2I

Jefferson Lab (Oct-Jan 21/22)

* New Hall-B/Hall-D on-beam tests planned for fall 2021

 Similar experimental set up: CLASI2 FT-CAL, FT-Hodo + Hall-D EIC ECal prototype
* Hall-D tests withVTP + fADC250

* Test of the ERSAP concept

* Quantitative understanding of FE+BE performance
* Test bench for an extension to the entire CLASI2 detector for HI-LUMI ops

DESY (Nov 21)
* Tests in preparation for a TPE experiment
* Detector: array of PbWO4 or ScintGlass (eRD1) — relevance for EIC

* DESY test beam: Direct comparison of classic gated QDC readout vs SRO, using CAEN and JLAB
electronics.

* Can we get extra information from pulse shape!?
* Goal: get experience with SRO, compare results, find up/downsides

BNL

* see Jin talk’s!

wor | Office of  EJSA Streaming Readout for the Next Generation
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Summary

* Streaming RO is ‘THE’ option for future electron beam experiments
» Take advantage of the full detector’s information for an optimal (smart) tagging/filtering
* So many advantages: performance, flexibility, scaling, upgrading ...
... but, has to demonstrate to be as effective (or more!) than triggered systems
* Streaming Readout on-beam tests performed using the CLAS12-FT-Cal at JLab
* The full chain (FE + SRO sw + ON-LINE REC) tested with existing hw
* Data taken in full streaming mode, analysis in progress (traditional and Al-supported)
* Parallel activity in a more controlled situation (Hall-D PS test e-/e*beam)
* New tests planned at JLab and DESY in fall 2021
* Implementing the FT model in a SRO G4 MC to check the full chain
* Parallel effort for a JLab SRO framework based on micro-services architecture
* SRO prototype to be tested in view of a massive implementation of full CLAS12 SRO

* Built a real SRO prototype and a work team!

Many thanks to the whole JLab SRO team:

FAmeli (INFN), MB (JLab/INFN),V.Berdnikov (CUA), S.Boyarinov (JLab) M.Bondi (INFN), N.Brei (J[Lab),L.Cappelli (INFN) A.Celentano (INFN),
T.Chiarusi (INFN), C.Cuevas (JLab), R. De Vita (INFN), C.Fanelli (MIT), G.Heyes (JLab), T.Horn (CUA), V.Gyurjyan(JLab), D.Lawrence (JLab),
L.Marsicano (INFN), PMusico (INFN), C.Pellegrino (INFN), B.Raydo (JLab), M.Ungaro (JLab), S.Vallarino (INFN)

M.B lieri - JLAB/INFN
of Electron Beam Experiments accaglert -] .!efferson Lab
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