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Automated data-quality monitoring and calibrations 

To deal with time-changing data, one needs strategies, at least, for the following:

1. detecting when a change occurs

2. determining which examples to keep and which to drop

3. updating models when significant change is detected
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“In most challenging data analysis applications, data evolve over time and must be analyzed in near real 
time. Patterns and relations in such data often evolve over time, thus, models built for analyzing such 
data quickly become obsolete over time. In machine learning and data mining this phenomenon is 
referred to as concept drift.” [1]



Automated data-quality monitoring and calibrations 
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1. Identify different data-taking periods
Use ADWIN to identify the start of distinct data-taking periods based on 
changes in the mean of the data stream. 

2. Calibrate different data-taking periods to a baseline
Use Hoeffding’s inequality to estimate the mean of each data-taking 
period and apply a constant shift to each data taking period by the 
difference between the means of a baseline period and each 
subsequent period.

OUR 
APPROACH



ADWIN Algorithm

• ADWIN is an ADaptive WINdowing technique used for detecting distribution changes, concept 
drift, or anomalies in data streams with established guarantees on the rates of false positives 
and false negatives [2]. 

• ADWIN Inputs:
• confidence value ! ∈ 0,1
• data stream &', &(, … , &*, … where each &* is available at time + drawn from some 

distribution with expected value ,*

• ADWIN keeps a sliding window - with the most recently read &.
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MAIN IDEA: whenever two sufficiently large subwindows of - have sufficiently different 
means, then it is likely the corresponding expected values are different, and the older 
portion of the window is dropped.

• Moreover, the window size is expected to stay large while ,* remains constant in 
-, and becomes small when ,* changes



ADWIN Algorithm

Partion ! into subwindows !" and !#.

Let !" = %", !# = %#, and ! = %.

Define:
& = 1

1/%" + 1/%#

*+ = *
%

,-./ =
1
2& ln 4*+

The probability for both false positive and false 
negative is at most *.
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An example data stream

To represent the data stream we use a sample of 
120,000 Inclusive Deep Inelastic Scattering Monte Carlo 
events

• generated in the context of the ZEUS experiments

• Includes full detector simulation

• Reconstructed kinematics with all detector effects. 

We observe a stream of ! and "#, reconstructed by the 
electron method [3] based on the measurement of the 
!, %, & position and energy ' of the outgoing lepton in 

the calorimeter.

We subdivide the stream into 3 data-taking periods of 
equal parts and apply a constant or gradual shift of two 
standard deviations to each !, %, & position and energy 
' measurements in the second data taking period.
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An example data stream (sudden change)
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Data 
Period

Start 
Time

Time ADWIN 
Detects Change

2 40000 40020

3 80000 80012

!"
#$



An example data stream (sudden change)
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Data 
Period

Start 
Time

Time ADWIN 
Detects Change

2 40000 40020

3 80000 80012

!"
#$



An example data stream (gradual change)
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ADWIN2 detects changes in the data at times

46658
50578
53447
58509
62259
66870
70019
74232
80244



An example data stream

Two cases:

• 1D: only use information from !"

• 2D: use information from #, !"
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A higher-dimensional extension of ADWIN improves its ability to find changes in the data 
distribution.



An example data stream

• After using ADWIN2 to detect different data-taking periods, each period is calibrated to 
the baseline period.

• The simple calibration we use is to shift each period by a constant value to force its 
mean to be equal to the baseline mean
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An example data stream

For a confidence level ! = 0.01 and a margin of error of & = 0.01:
a minimum sample of 26492 observations is needed to estimate of the mean in each 
data-taking period.
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Hoeffding’s Inequality:
If (), (+, … , (- are independent random variables bounded between [0,1] drawn from 
the same distribution with expected value ., and define ( to be the sample mean, then 
for any & > 0, ℙ ( − . > & < 34+-56 .

Consequently, to estimate the mean of a distribution with (1−!)%-confidence
and a margin of error of &, we need at least 7 observations, where:

7 = log 2/!
2&+



An example data stream (sudden change)
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Automatically identify changes in the 
underlying probability distribution Re-calibrate in case of changes Full re-calibration



An example data stream (sudden change)
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An example data stream (gradual change)
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Automatically identify changes in the 
underlying probability distribution

Re-calibrate in case of changes Full re-calibration



An example data stream (sudden change)
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ADWIN Algorithm

ADVANTAGES:
• Fast algorithm
• No prior assumption on the underlying distribution of data samples
• No a priori determination of a fixed window size
• Can easily be extended to higher-dimensional anomaly detection
• Does not require any training on simulated data sets

DISADVANTAGES:
• Need to store a large window size when the data stream distribution is stable
• Uses only the mean to characterize changes
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QUESTIONS?
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