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Quantum bit (Qubit)

- Design a quantum algorithm to use quantum properties to get useful information for a given problem.
- Choose a suitable quantum system to build the hardware.
- Prepare the initial (entangled) quantum states.
- Prepare a suitable environment for the quantum system to evolve according to quantum mechanical rules.
- Apply suitable measurement to extract useful information.


## Mathematical framework

- Mathematically, quantum states are represented by density matrices,


## Mathematical framework

- Mathematically, quantum states are represented by density matrices, that is, positive semi-definite matrices with trace one.


## Mathematical framework

- Mathematically, quantum states are represented by density matrices, that is, positive semi-definite matrices with trace one.
- Quantum operations (also known as quantum channels) are


## Mathematical framework

- Mathematically, quantum states are represented by density matrices, that is, positive semi-definite matrices with trace one.
- Quantum operations (also known as quantum channels) are trace preserving completely positive linear (TPCP) maps.


## Mathematical framework

- Mathematically, quantum states are represented by density matrices, that is, positive semi-definite matrices with trace one.
- Quantum operations (also known as quantum channels) are trace preserving completely positive linear (TPCP) maps.
- By a result of Choi (and also Kraus), each TPCP map $\Phi: M_{n} \rightarrow M_{m}$ has the operator sum representation:

$$
\Phi(\rho)=F_{1} \rho F_{1}^{\dagger}+\cdots+F_{r} \rho F_{r}^{\dagger}
$$

for some $m \times n$ matrices $F_{1}, \ldots, F_{r}$ satisfying $F_{1}^{\dagger} F_{1}+\cdots+F_{r}^{\dagger} F_{r}=I_{n}$.

## Mathematical framework

- Mathematically, quantum states are represented by density matrices, that is, positive semi-definite matrices with trace one.
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- By a result of Choi (and also Kraus), each TPCP map $\Phi: M_{n} \rightarrow M_{m}$ has the operator sum representation:

$$
\Phi(\rho)=F_{1} \rho F_{1}^{\dagger}+\cdots+F_{r} \rho F_{r}^{\dagger}
$$

for some $m \times n$ matrices $F_{1}, \ldots, F_{r}$ satisfying $F_{1}^{\dagger} F_{1}+\cdots+F_{r}^{\dagger} F_{r}=I_{n}$.

- So, one can do QIS research if one knows positive semi-definite matrices and the sum of linear maps of the form $\rho \mapsto F \rho F^{\dagger}$ !
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In other words, given $\rho_{1}, \ldots, \rho_{k} \in D_{n}$ and $\sigma_{1}, \ldots, \sigma_{k} \in D_{m}$, find $m \times n$ matrices $F_{1}, \ldots, F_{r}$ such that $F_{1}^{\dagger} F_{1}+\cdots+F_{r}^{\dagger} F_{r}=I_{n}$ and

$$
\sigma_{i}=F_{1} \rho_{i} F_{1}^{\dagger}+\cdots+F_{r} \rho_{i} F_{r}^{\dagger} \quad \text { for all } i=1, \ldots, k
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So, just solve the matrix equations for the unknowns $F_{1}, \ldots, F_{r}$.

## Some results
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From $D$, one can construct $F_{1}, \ldots, F_{r}$ to get the desired quantum channel.

## Remarks

## Chi-Kwong Li Quantum States and Quantum Operations

## Remarks

- Finding a column stochastic, or a doubly stochastic $D$ such that

$$
\left[\sigma_{i j}\right]=\left[\rho_{i j}\right] D
$$

is a non-trivial feasibility problem in linear programming.

## Remarks

- Finding a column stochastic, or a doubly stochastic $D$ such that

$$
\left[\sigma_{i j}\right]=\left[\rho_{i j}\right] D
$$

is a non-trivial feasibility problem in linear programming.

- Nevertheless, there are efficient numerical algorithms.


## Remarks

- Finding a column stochastic, or a doubly stochastic $D$ such that

$$
\left[\sigma_{i j}\right]=\left[\rho_{i j}\right] D
$$

is a non-trivial feasibility problem in linear programming.

- Nevertheless, there are efficient numerical algorithms.
- More challenging problem: Impose additional requirements on $D$,


## Remarks

- Finding a column stochastic, or a doubly stochastic $D$ such that

$$
\left[\sigma_{i j}\right]=\left[\rho_{i j}\right] D
$$

is a non-trivial feasibility problem in linear programming.

- Nevertheless, there are efficient numerical algorithms.
- More challenging problem: Impose additional requirements on $D$, say, construct a TPCP map with the minimum number of $F_{1}, \ldots, F_{r}$.


## Remarks

- Finding a column stochastic, or a doubly stochastic $D$ such that

$$
\left[\sigma_{i j}\right]=\left[\rho_{i j}\right] D
$$

is a non-trivial feasibility problem in linear programming.

- Nevertheless, there are efficient numerical algorithms.
- More challenging problem: Impose additional requirements on $D$, say, construct a TPCP map with the minimum number of $F_{1}, \ldots, F_{r}$.
- The techniques in the study of nonnegative matrix equations and linear programming will be useful.


## Remarks

- Finding a column stochastic, or a doubly stochastic $D$ such that

$$
\left[\sigma_{i j}\right]=\left[\rho_{i j}\right] D
$$

is a non-trivial feasibility problem in linear programming.

- Nevertheless, there are efficient numerical algorithms.
- More challenging problem: Impose additional requirements on $D$, say, construct a TPCP map with the minimum number of $F_{1}, \ldots, F_{r}$.
- The techniques in the study of nonnegative matrix equations and linear programming will be useful.
- The results were extended to compact operators in:
M.H. Hsu, L.W. Kuo, M.C. Tsai, Completely positive interpolations of compact, trace-class and Schatten-p class operators. J. Funct. Anal. 267 (2014), no. 4, 1205-1240.
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One can use the matrix $C$ to construct the matrices $F_{1}, \ldots, F_{r}$ in the operator sum representation of the TPCP map.
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$$
\rho_{i}=X_{i} D_{i}^{2} X_{i}^{\dagger} \quad \text { and } \quad \sigma_{i}=Y_{i} \tilde{D}_{i}^{2} Y_{i}^{\dagger}, \quad i=1, \ldots, k
$$

for some diagonal matrices $D_{i} \in M_{r_{i}}, \tilde{D}_{i} \in M_{s_{i}}$ with positive diagonal entries.
There is a TPCP map $\Phi: M_{n} \rightarrow M_{m}$ such that $\Phi\left(\rho_{i}\right)=\sigma_{i}$ for all $i$ if and only if:

For each $i=1, \ldots, k$ and $j=1, \ldots, r_{i}$, there are $s_{i} \times s$ matrices $V_{i j}$ such that

$$
\left[V_{i 1} \cdots V_{r_{i}}\right]\left[V_{i 1} \cdots V_{r_{i}}\right]^{\dagger}=I_{s_{i}}
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Question Can we find better ways to determine whether the desired quantum operation exists?

Answer One can use Semi-Definite Programming (SDP) to solve it.
But, SDP is inefficient even for moderate size problems.
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Figure 2: First few iterations of alternating projection algorithm, for a case in which $C \cap D=\emptyset$. The sequence $x_{k}$ is converging to $x^{*} \in C$, and the sequence $y_{k}$ is converging to $y^{*} \in D$, where $\left\|x^{*}-y^{*}\right\|_{2}=\operatorname{dist}(C, D)$.
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- We also use the Douglas-Rachford Alternating Projection method.
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$$
r \leq k^{2}-3
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K_{j}=V^{\dagger}\left(I \otimes H_{j}\right) V \in M_{r}, \quad j=1, \ldots, N=n^{2}-1
$$

Step 3. Find an $k \times r$ matrix $T$ (with smallest $r$ if possible) such that $T T^{\dagger}=I_{k}$ and $T^{\dagger} K_{j} T \in M_{r}$ has zero diagonal entries for $j=1, \ldots, \ell$.

If such a $T$ exists, then $\Phi$ is mixed unitary.
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Hope that to tell you more next time.

Thank you for your attention!

