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Generate field configurations         with probability         

Generate QCD gauge fields

�(x)

P [�(x)] ⇠ e�S[�(x)]

Hamiltonian/Hybrid Monte Carlo

Burn-in time and correlation length dictated by Markov chain 
‘autocorrelation time’: shorter autocorrelation time implies less 
computational cost

Computational approach to lattice theories (2)

● Need to wait for "burn-in period"

● Configurations close to each other on the chain will be correlated, so must 
take many steps before drawing independent samples

● Burn-in and correlations both related to Markov chain "autocorrelation time"
→ smaller autocorrelation time means less computational cost!
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burn-in (discard) sample every nth: ~p(ɸ)
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Updates diffusive

QCD gauge field configurations sampled via 

Hamiltonian dynamics + Markov Chain Monte Carlo

Lattice spacing 0

Number of 
updates to change 

fixed physical 
length scale

∞

“Critical slowing-down”  
of generation of uncorrelated samples

Generate QCD gauge fields



Critical slowing down

● As parameters in the Hamiltonian / action
approach criticality, for Markov chains
using local updates, autocorrelation time
diverges

● Fitting 𝜏int to power law behavior gives dynamical critical exponents

● Smaller critical exponent = cheaper, closer approach to criticality

21

[Schaefer et al. / ALPHA collaboration 1009.5228]

topological
charge

mean flux

QCD gauge field configurations sampled via 

Hamiltonian dynamics + Markov Chain Monte Carlo

“Critical slowing-down”  
of generation of uncorrelated samples

Generate QCD gauge fields

critical limit

Autocorrelation time

● Well-behaved Markov chains have a "mixing time" determining how many 
updates required to burn in / decorrelate samples

○ Hard to compute directly except for very special chains
○ Dominated by the slowest mixing mode

● Practically useful alternative: integrated autocorrelation time for an observable

20

two-point correlation 
separated by tau 

Markov chain steps

Autocorrelation measure

Critical slowing down

● As parameters in the Hamiltonian / action
approach criticality, for Markov chains
using local updates, autocorrelation time
diverges

● Fitting 𝜏int to power law behavior gives dynamical critical exponents

● Smaller critical exponent = cheaper, closer approach to criticality

21
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topological
charge

mean flux

Correlation of observable O on 
configurations separated by tt Markov 

Chain steps

Autocorrelation time

● Well-behaved Markov chains have a "mixing time" determining how many 
updates required to burn in / decorrelate samples

○ Hard to compute directly except for very special chains
○ Dominated by the slowest mixing mode

● Practically useful alternative: integrated autocorrelation time for an observable
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Markov chain steps

Autocorrelation time

● Well-behaved Markov chains have a "mixing time" determining how many 
updates required to burn in / decorrelate samples

○ Hard to compute directly except for very special chains
○ Dominated by the slowest mixing mode

● Practically useful alternative: integrated autocorrelation time for an observable

20

two-point correlation 
separated by tau 

Markov chain steps

Critical 
exponent



New simulation strategies 
for lattice gauge theory
Michael G. Endres Lattice 2016

Multiscale Monte Carlo equilibration: Pure Yang-Mills theory
Michael G. Endres, Richard C. Brower, William Detmold, Kostas Orginos, Andrew V. Pochinsky

Multigrid  ideas for HMC
Very important and difficult problem
Major focus of US Exascale Software
project
(see Poster by Mike Endres)

1. Multi-scale algorithms: 
parallels with image recognition 
Shanahan et al., PRD 97, 094506 (2018)

2. Generative models to replace Hybrid 
Monte-Carlo 
parallels with image generation 
Albergo et al., PRD 100, 034515 (2019)  
[MIT + Google DeepMind, arXiv:2002.02428]  
Kanwar et al., MIT-CTP/5181

3. Hybrid approaches

Machine learning QCD

New simulation strategies 
for lattice gauge theory
Michael G. Endres Lattice 2016

Multiscale Monte Carlo equilibration: Pure Yang-Mills theory
Michael G. Endres, Richard C. Brower, William Detmold, Kostas Orginos, Andrew V. Pochinsky

Multigrid  ideas for HMC
Very important and difficult problem
Major focus of US Exascale Software
project
(see Poster by Mike Endres)

Consider only approaches which rigorously 
preserve quantum field theory in applicable limits

Accelerate gauge-field generation via ML



Machine learning QCD
Generative models for QCD gauge field generation

Flow-based generative models for
MCMC in lattice field theory1

Michael S. Albergo, Gurtej Kanwar, Phiala E. Shanahan

1 [Albergo, GK, Shanahan 1904.12072]
37th International Symposium on Lattice Field Theory

Wuhan, China (June 20, 2019)

Center for Theoretical Physics, MIT



Sampling gauge field configs

Sampling lattice configs
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Sampling gauge field configs
Generate field configurations         with probability         �(x)

P [�(x)] ⇠ e�S[�(x)]

Parallels with image generation problem

Sampling lattice configs ≅ generating images
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CIFAR benchmark image set 
for machine learning

32 x 32 pixels x 3 cols  
≃3000 numbers

60000 samples

Each image has meaning

Local structures are 
important

Translation-invariance 
within frame

Machine learning QCD

Ensemble of lattice QCD 
gauge fields

643 x128 x 4 x Nc2 x 2  
≃109 numbers

~1000 samples
Ensemble of gauge fields has 
meaning
Long-distance correlations 
are important
Gauge and translation-
invariant with periodic 
boundaries



CIFAR benchmark image set 
for machine learning

32 x 32 pixels x 3 cols  
≃3000 numbers

60000 samples

Each image has meaning

Local structures are 
important

Translation-invariance 
within frame

Machine learning QCD

Ensemble of lattice QCD 
gauge fields

643 x128 x 4 x Nc2 x 2  
≃109 numbers

~1000 samples
Ensemble of gauge fields has 
meaning
Long-distance correlations 
are important
Gauge and translation-
invariant with periodic 
boundaries

Out-of-the-box ML tools are not appropriate  

Need custom ML for physics from the ground up



Flow-based generative models

Normalizing flows enable approximate
sampling/inference for complicated distributions.

31

Invertible
&

Tractable 
Jacobian

Easily sampled Approximates 
desired dist.

[Rezende & Mohamed 1505.05770]

Flow-based models learn a change-of-variables that transforms 
a known distribution to the desired distribution 

Generative flow models

[Rezende & Mohamed 1505.05770] 

Using a change-of-variables, produce a
distribution approximating what you want.

Flow-based generative models

14

Invertible
&

Tractable 
Jacobian

Easily sampled Approximates 
desired dist.

[Rezende & Mohamed 1505.05770]



Flow-based generative models

Normalizing flows enable approximate
sampling/inference for complicated distributions.

31

Invertible
&

Tractable 
Jacobian

Easily sampled Approximates 
desired dist.

[Rezende & Mohamed 1505.05770]

Flow-based models learn a change-of-variables that transforms 
a known distribution to the desired distribution 

Generative flow models

[Rezende & Mohamed 1505.05770] We chose real non-volume preserving (real NVP)
flows for our work.

Flow-based generative models

32

Invertible
&

Tractable 
Jacobian

Easily sampled Approximates 
desired dist.

Many simple layers 
composed to produce f

[Dinh et al. 1605.08803]
Using a change-of-variables, produce a
distribution approximating what you want.

Flow-based generative models

14

Invertible
&

Tractable 
Jacobian

Easily sampled Approximates 
desired dist.

[Rezende & Mohamed 1505.05770]



Real NVP coupling layer

● Affine transformation of half the variables:
scaling by exp(s), translation by t

● s and t are neural networks depending
on untransformed variables only

● Simple inverse and Jacobian

33

Application of gi
-1

Generative flow models

Choose real non-volume preserving flows:

Affine transformation of half of the variables: 
scaling by exp(s)
translation by t 
s and t arbitrary neural networks depending on 
untransformed variables only 

Simple inverse and Jacobian 

[Dinh et al. 1605.08803] 



Real NVP coupling layer

● Affine transformation of half the variables:
scaling by exp(s), translation by t

● s and t are neural networks depending
on untransformed variables only

● Simple inverse and Jacobian

33

Application of gi
-1

Generative flow models

Choose real non-volume preserving flows:

Affine transformation of half of the variables: 
scaling by exp(s)
translation by t 
s and t arbitrary neural networks depending on 
untransformed variables only 

Simple inverse and Jacobian 

[Dinh et al. 1605.08803] Density can be 
squished/stretched by 
change-of-variables

Can use physically-motivated 
choices of variable splits 

e.g. checkerboard building 
correlations between nearest 

neighbours 



Target distribution is known up to normalisation  
 

Train to minimise shifted KL divergence:  

 
 
 

Training the model

● Desired distribution is known up to normalization:

● For our application, train to minimize shifted KL divergence

● This loss allows self-training: sampling with respect to model distribution 
p̃f(𝜙) to estimate loss

Training by minimizing loss function

36

shift removes
unknown 

normalization Z
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● For our application, train to minimize shifted KL divergence

● This loss allows self-training: sampling with respect to model distribution 
p̃f(𝜙) to estimate loss

Training by minimizing loss function
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normalization Z

allows self-training: sampling with respect to 
model distribution p̃f(!) to estimate loss

● Desired distribution is known up to normalization:

● For our application, train to minimize shifted KL divergence

● This loss allows self-training: sampling with respect to model distribution 
p̃f(𝜙) to estimate loss

Training by minimizing loss function

36

shift removes
unknown 

normalization Z

[Zhang, E, Wang 1809.10188] 

shift removes unknown 
normalisation ● Desired distribution is known up to normalization:

● For our application, train to minimize shifted KL divergence

● This loss allows self-training: sampling with respect to model distribution 
p̃f(𝜙) to estimate loss

Training by minimizing loss function

36

shift removes
unknown 

normalization Z



Guarantee exactness of generated distribution by forming a 
Markov chain: accept/reject with Metropolis-Hastings step

Exactness via Markov chainMaking things exact via MCMC

● Borrow idea from standard approach to lattice physics: Markov Chain Monte 
Carlo (MCMC)

● Use generative model for proposals in a Metropolis-Hastings step

37

model 
proposals

Markov 
Chain

✘

proposal independent 
of previous sample

Making things exact via MCMC

● Borrow idea from standard approach to lattice physics: Markov Chain Monte 
Carlo (MCMC)

● Use generative model for proposals in a Metropolis-Hastings step
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model 
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Acceptance 
probability
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Making things exact via MCMC

● Borrow idea from standard approach to lattice physics: Markov Chain Monte 
Carlo (MCMC)

● Use generative model for proposals in a Metropolis-Hastings step

37

model 
proposals

Markov 
Chain

✘

proposal independent 
of previous sample

Acceptance 
probability Model dist

True dist



Fields via flow models
Overview of algorithm

40

Parameterize flow using Real 
NVP coupling layers Each layer contains

arbitrary neural nets
s and t

Training step

Draw samples from model

Compute loss function

Gradient descent

Markov chain using
samples from model

Desired accuracy?

Save trained 
model

generating samples is 
"embarrassingly parallel"

Summary chart: Tej Kanwar



First application: scalar lattice field theory

One real number                          per lattice site x (2D lattice) 

Action: kinetic terms and quartic coupling 

5 lattice sizes: L2 = {62, 82, 102, 122, 142} with parameters tuned for 
analysis of critical slowing down  
 

Application: scalar field theory

● One real number 𝜙(x) ∊ (-∞,∞) per lattice site x (2D lattice)

● Action consists of kinetic terms and quartic coupling

Toy model: scalar 𝜙4 lattice field theory

42

Tests on scalar lattice field theory

● 5 lattice sizes L2 = {62, 82, 102, 122, 142} with bare parameters tuned for 
analysis of critical slowing down

● Integrated autocorrelation time measured for all observables

● HMC and local Metropolis compared against ML method

45
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Prior distribution chosen to be uncorrelated 
Gaussian: 

Real non-volume-preserving (NVP) couplings
8-12 Real NVP coupling layers 
Alternating checkerboard pattern for variable split 
NNs with 2-6 fully connected layers with 100-1024 
hidden units

Train using shifted KL loss with Adam optimizer
Stopping criterion: fixed acceptance rate in Metropolis-
Hastings MCMC 

Application: scalar field theory

● Prior distribution chosen to be uncorrelated Gaussian,
i.e. for each site x,

● Real NVP model:
○ 8-12 Real NVP coupling layers
○ Alternating checkerboard pattern for variable split
○ 2-6 fully connected layers with 100-1024 hidden units

● Trained using shifted KL loss with Adam optimizer
○ Target fixed acceptance rate in Metropolis-Hastings MCMC

ML method for scalar lattice field theory

46
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First application: scalar lattice field theory

●Prior distribution chosen to be uncorrelated Gaussian,
i.e. for each site x,

●Real NVP model:
○8-12 Real NVP coupling layers
○Alternating checkerboard pattern for variable split
○2-6 fully connected layers with 100-1024 hidden units

●Trained using shifted KL loss with Adam optimizer
○Target fixed acceptance rate in Metropolis-Hastings MCMC

ML method for scalar lattice field theory
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Compare with standard updating algorithms: ‘local’, ‘HMC’ Samples from ML model vs standard algorithms

By eye, ML model produces varied samples and correlations at the right scale

47

Application: scalar field theory

First application: scalar lattice field theory

ML model produces varied samples and correlations at the right scale 
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(a) Flow-based MCMC trained to 50% mean

acceptance.
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(b) Flow-based MCMC trained to 70% mean

acceptance and HMC tuned to 70% mean

acceptance.

FIG. 2: Histograms of length of consecutive runs of Metropolis rejections in machine-learned (ML) models at both 50% and
70% mean acceptance. Also shown is the same statistic for Markov chains generated via HMC, where mean acceptance was
tuned to 70%. The frequency of long runs of rejections is consistently reduced for models trained to reach higher average
acceptance. The ML and HMC ensembles at 70% acceptance display very similar distributions of rejection streaks.

where xµ = (~x, t), as well as the corresponding pole mass

mp = �@t log
D
G̃c(0, t)

E
, (24)

and the two-point susceptibility

�2 =
X

x

Gc(x). (25)

In the limit � ! 1, with m
2
/� < 0 fixed, scalar �

4

theory reduces to an Ising model. Another observable of
interest is therefore the average Ising energy density [45],
defined by

E =
1

d

X

1µd

Gc(µ̂), (26)

where the sum runs over single-site displacements in all
dimensions.

The action of �4 theory is invariant under the discrete
symmetry �(x) ! ��(x). Depending on the value of
the parameters m

2 and �, this symmetry can be spon-
taneously broken. The theory thus has two phases: a
symmetric phase and a broken-symmetry phase.

A. Model definition and training

For this proof-of-principle study, the flow-based
MCMC algorithm detailed in Section II was applied to
�
4 theory in two dimensions with L = {6, 8, 10, 12, 14}

lattice sites in each dimension. The parameters m
2 and

� were chosen to fix mpL ⇡ 4 for each lattice size; their

numerical values are given in Table I. For simplicity in
this initial work, all parameters were chosen to lie in the
symmetric phase. In principle, the flow-based MCMC
algorithm can be applied with identical methods to the
broken-symmetry phase of the theory, but it remains to
be shown that models can be trained for such choices of
parameters.
For each set of parameters, real NVP models were de-

fined using 8–12 a�ne coupling layers (see Sec. II B). The
coupling layers were defined to update half of the lattice
sites in a checkerboard pattern; successive layers alter-
nately updated the odd and even sites. The neural net-
works si and ti used in coupling layer gi (see Eq. (9))
were constructed from two to six fully-connected layers,
each defined as multiplication by a rectangular matrix
followed by pointwise application of a nonlinear function
(here, a leaky rectified linear unit [46]). Intermediate
vectors (hidden units) had sizes ranging between 100–
1024. The prior distribution r(z) was chosen to be an
uncorrelated Gaussian distribution

r(z) /
Y

i

e
�z

2
i /2. (27)

The models were trained to minimize the shifted KL loss
between the output distribution p̃f (�) and the desired
distribution p(�) = e

�S(�)
/Z using gradient-based up-

dates with the Adam optimizer [42], a specific variety
of gradient descent with momentum. A mean absolute
error loss, defined in Appendix B, was optimized before
training in the case of the 142 model where it was found
to accelerate convergence to the KL loss minimum.
An exhaustive study of the optimal choice of prior dis-

tribution r(z), model depth, architecture and initializa-
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FIG. 5: Susceptibility (�2) and Ising energy (E) estimated
on all ensembles. Results computed using 106 configurations
from the HMC, local Metropolis, and machine-learned (ML)
ensembles are consistent within statistical errors. Errors in-
dicate 68% confidence intervals estimated using bootstrap re-
sampling with bins of size 100.

FIG. 6: Statistical error varying with number of samples N
in two candidate observables, �2 and E, for the HMC, local
Metropolis, and machine-learned (ML) ensembles. The red
dashed line shows a 1/

p
N curve normalized by the average

error estimate of the three approaches at N = 1000. Central
values were estimated as 68% confidence intervals on each
observable by bootstrap resampling ensemble subsets of size
N . Error bars indicate 68% confidence intervals estimated
using an external bootstrap resampling step.

methods. Moreover, Figure 6 shows that the statistical
uncertainties of the observables scale as 1/

p
N with the

number of samples N , as expected for decorrelated sam-
ples.

C. Critical slowing down

For �
4 theory, a number of algorithms have been de-

veloped that mitigate CSD to various extents, such as
worm algorithms [45], multigrid methods [49], Fourier-
accelerated Langevin updates [50] and cluster updates
via embedded Ising dynamics [51]. The path towards
generalizing those algorithms to more complicated theo-
ries such as QCD, however, is not clear. Algorithms such
as HMC and local Metropolis, which are also used for
studies of QCD and pure gauge theory, exhibit CSD for
�
4 (as well as more complicated theories) as the contin-

uum limit is approached.
The parameter sets chosen for the study of �4 theory

in this work (Table I) correspond to a critical line with
constant mpL as L ! 1. For the flow-based MCMC
approach proposed here, as well as for ensembles gener-
ated using the HMC and local Metropolis algorithms, the

autocorrelation times of the set of physical observables
discussed previously were fit to leading-order power laws
in L to determine the dynamical critical exponents zO

for that observable. Figure 7 shows the autocorrelation
times for each observable for each approach to ensemble
generation. The absolute values of ⌧int are not directly
comparable between methods because the cost per up-
date di↵ers. The scaling with lattice size, on the other
hand, indicates the sensitivity of each method to critical
slowing down. For both HMC and local Metropolis, the
critical behavior and consequently the performance of the
algorithm was found to depend on the observable. In each
case, the critical exponent was 0.3 . zO . 2.0. In com-
parison, for the flow-based MCMC ensembles at a fixed
acceptance, the critical exponent was found to be consis-
tent with zero, with the autocorrelation time observable-
independent and in agreement with the acceptance-based
estimator defined in Section IIC.

Since the the mean acceptance rate was used as the
stopping criterion for training these models, it was not
guaranteed a priori that the measured integrated auto-
correlation time would be constant across the di↵erent
models used. The results in Figure 7, however, suggest
that beyond the simple lower bound from Eq. (18) there

First application: scalar lattice field theory
Compare with standard updating algorithms: ‘local’, ‘HMC’ 

Physical observables match 
computed on ensembles 
generated from ML model 
and from standard methods

Toy model: scalar 𝜙4 lattice field theory

● Measured observables:

○ Two-point Green's functions and pole masses

○ Two-point susceptibility

○ Ising limit energy

44

inversely related to 
correlation length of the 

system
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FIG. 5: Susceptibility (�2) and Ising energy (E) estimated
on all ensembles. Results computed using 106 configurations
from the HMC, local Metropolis, and machine-learned (ML)
ensembles are consistent within statistical errors. Errors in-
dicate 68% confidence intervals estimated using bootstrap re-
sampling with bins of size 100.
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FIG. 6: Statistical error varying with number of samples N
in two candidate observables, �2 and E, for the HMC, local
Metropolis, and machine-learned (ML) ensembles. The red
dashed line shows a 1/

p
N curve normalized by the average

error estimate of the three approaches at N = 1000. Central
values were estimated as 68% confidence intervals on each
observable by bootstrap resampling ensemble subsets of size
N . Error bars indicate 68% confidence intervals estimated
using an external bootstrap resampling step.

methods. Moreover, Figure 6 shows that the statistical
uncertainties of the observables scale as 1/

p
N with the

number of samples N , as expected for decorrelated sam-
ples.

C. Critical slowing down

For �
4 theory, a number of algorithms have been de-

veloped that mitigate CSD to various extents, such as
worm algorithms [45], multigrid methods [49], Fourier-
accelerated Langevin updates [50] and cluster updates
via embedded Ising dynamics [51]. The path towards
generalizing those algorithms to more complicated theo-
ries such as QCD, however, is not clear. Algorithms such
as HMC and local Metropolis, which are also used for
studies of QCD and pure gauge theory, exhibit CSD for
�
4 (as well as more complicated theories) as the contin-

uum limit is approached.
The parameter sets chosen for the study of �4 theory

in this work (Table I) correspond to a critical line with
constant mpL as L ! 1. For the flow-based MCMC
approach proposed here, as well as for ensembles gener-
ated using the HMC and local Metropolis algorithms, the

autocorrelation times of the set of physical observables
discussed previously were fit to leading-order power laws
in L to determine the dynamical critical exponents zO

for that observable. Figure 7 shows the autocorrelation
times for each observable for each approach to ensemble
generation. The absolute values of ⌧int are not directly
comparable between methods because the cost per up-
date di↵ers. The scaling with lattice size, on the other
hand, indicates the sensitivity of each method to critical
slowing down. For both HMC and local Metropolis, the
critical behavior and consequently the performance of the
algorithm was found to depend on the observable. In each
case, the critical exponent was 0.3 . zO . 2.0. In com-
parison, for the flow-based MCMC ensembles at a fixed
acceptance, the critical exponent was found to be consis-
tent with zero, with the autocorrelation time observable-
independent and in agreement with the acceptance-based
estimator defined in Section IIC.

Since the the mean acceptance rate was used as the
stopping criterion for training these models, it was not
guaranteed a priori that the measured integrated auto-
correlation time would be constant across the di↵erent
models used. The results in Figure 7, however, suggest
that beyond the simple lower bound from Eq. (18) there
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Compare with standard updating algorithms: ‘local’, ‘HMC’ 
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FIG. 7: Scaling of integrated autocorrelation time with respect to lattice size for HMC, local Metropolis, and flow-based MCMC.
In (c) the upper sets of points in blue correspond to models trained to a mean acceptance rate of 50%, while the lower sets
of points in green correspond to models trained to a mean acceptance rate of 70%. Dashed red lines display power law fits to
L = {10, 12, 14} with labels Lz specifying the scaling. The HMC and local Metropolis methods demonstrate power-law growth
of ⌧int, while ⌧int for the flow-based MCMC is consistent with a constant in L and decreases as mean acceptance rate increases.
Dot-dashed blue and green lines for the flow-based ensembles display lower bounds in terms of mean acceptance rate based on
Eq. (18). Error bars indicate 68% confidence intervals estimated by bootstrap resampling and error propagation.

is a strong correlation between the mean acceptance rate
and integrated autocorrelation time for models trained
using a shifted KL loss. This is further confirmed by the
similarity of the rejection run histograms across lattice
sizes for flow-based MCMC, as shown in Figure 2.

D. Training costs

While CSD in the sampling step for the flow-based
MCMC is eliminated, training the generative model in-
troduces an additional up-front cost, as discussed in Sec-
tion IID. Since this cost is amortized over the ensem-
ble, this approach will naturally be computationally ad-
vantageous in the limit of generating a large number of
samples. For a finite target ensemble size, the poten-
tial acceleration o↵ered depends crucially on the training
time.

In this work, all models were trained using one to two
GPU-weeks, with the larger lattices incurring the most
computational cost. For the simple fully-connected archi-
tecture used in this work, the scaling of both the sampling
and training time is controlled by dense matrix-vector
multiplications which require O(V 2) floating point op-
erations each. The number of epochs used to train the
largest lattice was also roughly 10⇥ that of the smallest
lattice. This asymptotic scaling is a result of the simple
model architecture used in this proof-of-principle study.
For related methods applied to image generation, using
convolutional neural networks and a multi-scale archi-
tecture reduced training and sampling costs significantly
and improved scaling to O(V ) [39]. There are physical
grounds to expect these tools to apply equally well to

the present application. Convolutional networks use only
local information to update values in each layer, exploit-
ing locality in the system, and use identical weights for
each point on the lattice, manifestly preserving trans-
lational invariance. A multi-scale architecture learns
coarse-grained distributions and fine-graining procedures
in separate layers; this is an e↵ective division of tasks
for renormalizable quantum field theories, where simple
coarse-grained descriptions are expected to arise. Gen-
erative models, and in particular flow-based models, are
also rapidly evolving towards more e�cient representa-
tion capacity. Complex coupling layers have been imple-
mented [39, 52], as have generalized convolutions [53, 54]
and transformations with continuous dynamics that are
not dependent on restricted coupling layers [55]. These
developments allow models to better capture a distribu-
tion within a given number of training steps.

For complex applications, it is also critical that larger
models with many coupling layers can be trained with-
out exceeding memory bounds. The algorithm proposed
here can be trained with constant memory cost as the
number of layers is increased [56], alleviating the stor-
age limitations that can arise in gradient-based optimiza-
tion. Memory costs can be further reduced by distribut-
ing samples within each training batch across many ma-
chines.

Finally, typical applications seek to produce ensembles
at many di↵erent choices of parameters, and often require
parameter tuning. Training costs can therefore by amor-
tized further; models trained with respect to an action
at a given set of parameter values can either be used to
initialize training or as a prior distribution for models
targeting that action at nearby parameter values.

Dynamical critical exponents 
consistent with zero 

Application: scalar field theory
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Normalizing Flows on Tori and Spheres

Figure 3. Learned densities on T2 using NCP, Möbius and CS
flows. Densities shown on the torus are from NCP.

Model KL [nats] ESS
MS (NT = 1,Km = 12,Ks = 32) 0.05 (0.01) 90%

EMP (NT = 1) 0.50 (0.09) 43%

EMSRE (NT = 1,K = 12) 0.82 (0.30) 42%

EMSRE (NT = 6,K = 5) 0.19 (0.05) 75%

EMSRE (NT = 24,K = 1) 0.10 (0.10) 85%

Table 1. Comparing baseline and proposed flows on S2 using KL
and ESS. The target density is the mixture of 4 modes shown
in Figure 4. We compare recursive Möbius-spline flow (MS),
exponential-map polynomial flow (EMP) and exponential-map
sum-of-radial flow (EMSRE). Brackets show error bars on the KL
from 3 replicas of each experiment. NT is the number of stacked
transformations for each flow; Km is the number of centres used
in Möbius; Ks is the number of segments in the spline flow; K
is the number of radial components in the radial exponential-map
flow. The polynomial scalar field is shown in Appendix E.

recursive flow. Figure 5 shows an example of learning a
density on SU(2) ⌘ S3 using the recursive flow. Finally,
Appendix I shows an example of training a recursive flow
(using splines for both the circle and the interval) on data
sampled form a ‘map of the world’ density on S2.

5. Discussion
This work shows how to construct flexible normalizing flows
on tori and spheres of any dimension in a numerically sta-
ble manner. Unlike many of the distributions traditionally
used in directional statistics, the proposed flows can be
made arbitrarily flexible, but have tractable and exact den-
sity evaluation and sampling algorithms. We conclude with
a comparison of the proposed models, a discussion of their
limitations, and some preliminary thoughts on how to extend
flows to other manifolds of interest to fundamental physics.

Target Model

Figure 4. Learned multi-modal density on S2 using exponential-
map flows, using the Mollweide projection for visualization. The
model is a composition of 24 exponential-map transforms, using
the radial scalar field with 1 component.

Figure 5. Learned multi-modal density on SU(2) ⌘ S3 using the
recursive flow. Each column shows an S2 slice of the S3 density
along a fixed axis using the Mollweide projection. Top row: target
density. Bottom row: learned density. We used a Möbius trans-
form with Km = 32 for the circle, and spline transforms with
Ks = 64 for the two intervals (ESS = 84%, KL = 0.14).

5.1. Comparison, Scope and Limitations

Among the flows on the circle, Möbius and NCP performed
the best, with CS performing less well for highly concen-
trated target densities. However, increasing the expressivity
of Möbius and NCP required convex combinations, whereas
CS can be made more expressive by adding more spline
segments. As a result, CS is the cheapest to invert (it can be
done analytically), whereas Möbius and NCP (with more
than one component) require a root-finding algorithm such
as bisection search. Therefore, in practice it may be prefer-
able to use CS if both density evaluation and sampling are
required, and use Möbius or NCP otherwise.

On SD, the recursive flow performed better than the
exponential-map flow. In addition, the recursive flow scales
better to high dimensions since its density can be computed
efficiently, whereas the density of the exponential-map flow
has a computational cost of O

�
D3

�
. The theoretical advan-

tage of the exponential-map flow is that it is intrinsic to the
sphere, but this advantage did not result in a practical benefit
in our experiments.

5.2. Towards Normalizing Flows on SU(D) and U(D)

The unitary Lie groups U(1), SU(2) and SU(3) are of partic-
ular interest to fundamental physics, because the symmetry
groups of particle interactions are constructed from them
(Woit, 2017). We have shown that we can construct expres-
sive flows on U(1) ⌘ S1 and SU(2) ⌘ S3.

Our recursive construction for SD provides a starting point
for flows on SU(D) for D � 3 and U(D) for D � 2, via re-
cursively building SU(D) from SU(D � 1) and U(1)

2D�1,
and U(D) from SU(D) and extra angles. These decom-

Normalizing Flows on Tori and Spheres
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Abstract
Normalizing flows are a powerful tool for build-
ing expressive distributions in high dimensions.
So far, most of the literature has concentrated on
learning flows on Euclidean spaces. Some prob-
lems however, such as those involving angles, are
defined on spaces with more complex geometries,
such as tori or spheres. In this paper, we propose
and compare expressive and numerically stable
flows on such spaces. Our flows are built recur-
sively on the dimension of the space, starting from
flows on circles, closed intervals or spheres.

1. Introduction
Normalizing flows are a flexible way of defining complex
distributions on high-dimensional data. A normalizing flow

maps samples from a base distribution ⇡(u) to samples from
a target distribution p(x) via a transformation f as follows:

x = f(u) where u ⇠ ⇡(u). (1)

The transformation f is restricted to be a diffeomorphism:
it must be invertible and both f and its inverse f�1 must
be differentiable. This restriction allows us to calculate the
target density p(x) via a change of variables:

p(x) = ⇡
�
f�1

(x)
� ����det

✓
@f�1

@x

◆���� . (2)

In practice, ⇡(u) is often taken to be a simple density that
can be easily evaluated and sampled from, and either f or
its inverse f�1 are implemented via neural networks such
that the Jacobian determinant is efficient to compute.

A normalizing flow implements two operations: sampling
via Equation (1), and evaluating the density via Equation (2).
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caniere@google.com>.

Preprint. Copyright 2020 by the author(s).

These operations have distinct computational requirements:
generating samples and evaluating their density requires
only f and its Jacobian determinant, whereas evaluating
the density of arbitrary datapoints requires only f�1 and its
Jacobian determinant. Thus, the intended usage of the flow
dictates whether f , f�1 or both must have efficient imple-
mentations. For an overview of various implementations
and associated trade-offs, see (Papamakarios et al., 2019).

In most existing implementations of normalizing flows, both
u and x are defined to live in the Euclidean space RD,
where D is determined by the data dimensionality. However,
this Euclidean formulation is not always suitable, as some
datasets are defined on spaces with non-Euclidean geometry.
For example, if x represents an angle, its ‘natural habitat’
is the 1-dimensional circle; if x represents the location of
a particle in a box with periodic boundary conditions, x is
naturally defined on the 3-dimensional torus.

The need for probabilistic modelling of non-Euclidean data
often arises in applications where the data is a set of angles,
axes or directions (Mardia & Jupp, 2009). Such applications
include protein-structure prediction in molecular biology
(Hamelryck et al., 2006; Mardia et al., 2007; Boomsma et al.,
2008; Shapovalov & Dunbrack Jr, 2011), rock-formation
analysis in geology (Peel et al., 2001), and path naviga-
tion and motion estimation in robotics (Feiten et al., 2013;
Senanayake & Ramos, 2018). Non-Euclidean spaces have
also been explored in machine learning, and specifically
generative modelling, as latent spaces of variational autoen-
coders (Davidson et al., 2018; Falorsi et al., 2018; Wang &
Wang, 2019; Mathieu et al., 2019; Wang et al., 2019).

A more general formulation of normalizing flows that is
suitable for non-Euclidean data is to take u 2 M and
x 2 N , where M and N are differentiable manifolds and
f : M ! N is a diffeomorphism between them. A diffi-
culty with this formulation is that M and N are diffeomor-

phic by definition, so they must have the same topological
properties (Kobayashi & Nomizu, 1963). To circumvent this
restriction, Gemici et al. (2016) first project M to RD, apply
the usual flows there, and then project RD back to N . How-
ever, a naive application of this approach can be problematic
when M or N are not diffeomorphic to RD; in this case,
the projection maps will necessarily contain singularities
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Arbitrarily flexible 
model architectures 
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manifolds
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domains OR robot arm 
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Interdisciplinary applications

Normalizing Flows on Tori and Spheres

coordinates, and x 2 R3 is a point on the embedded sphere
in Euclidean coordinates.

On SU(2) ⌘ S3, the target was a mixture of the same
form where µ1 = (1.7,�1.5, 2.3), µ2 = (�3.0, 1.0, 3.0),
µ3 = (0.6,�2.6, 4.5), µ4 = (�2.5, 3.0, 5.0), and x 2 R4

is a point on the embedded sphere in Euclidean coordinates.

G. Misaligned Density on S2

The recursive formulas shown in Equations (11) to (13)
require choosing a sequence of axes in order to construct the
cylindrical coordinate system. This may introduce artifacts
to the density related to this choice of axes. To test if this
results in numerical problems, we compare the flow from
Equations (11) to (13) on a target density that forms a non-
axis-aligned ring against a composition of the same flow
with a learned rotation.

The results of this experiment are shown in Figure 9. We
compared both large (Ks = 32, Km = 12) and small
(Ks = 3, Km = 3) versions of the auto-regressive Möbius-
Spline flow and observed no significant differences between
the two models on S2.

More experiments would be necessary to investigate this
potential effect in higher dimensions.

H. Application: Multi-Link Robot Arm
As a concrete application of flows on tori, we consider
the problem of approximating the posterior density over
joint angles ✓1,...,6 of a 6-link 2D robot arm, given (soft)
constraints on the position of the tip of the arm. The possible
configurations of this arm are points in T6. The position rk
of a joint k = 1, . . . , 6 of the robot arm is given by

rk = rk�1 +

0

@lk cos

0

@
X

jk

✓j

1

A, lk sin

0

@
X

jk

✓j

1

A

1

A,

where r0 = (0, 0) is the position where the arm is affixed,
lk = 0.2 is the length of the k-th link, and ✓k is the angle of
the k-th link in a local reference frame. The constraint on the
position of the tip of the arm, r6, is expressed in the form
of a Gaussian-mixture likelihood p(r6 | ✓1,...,6) with two
components. The prior p(✓1,...,6) is taken to be a uniform
distribution on T6. The experimental results are illustrated
in Figure 10.

I. Application: Learning from samples
In most of the experiments shown on this paper, we trained
the models to fit a target density known up to a normalization
constant (i.e. an inference problem). In this experiment we
train our flow directly on data samples instead.

Training a flow-based model from data samples via max-
imum likelihood requires an explicit computation of the
inverse map as shown in Equation (2). To demonstrate this
is feasible with data coming from a non-trivial target density
on the sphere S2 (i.e. that would require a large number
of mixture components from simpler densities such as von
Mises), we created a dataset of samples on the sphere com-
ing from a density shaped as Earth’s continental map as
shown in Figure 11 (left).

We trained a flow built from stacking two autoregressive
flows. Each flow in the stack used circular splines and
standard splines on the interval. The model was trained to
maximize the likelihood of the dataset for 100,000 training
steps. Both splines used Ks = 80 segments. The neural
networks producing the spline parameters are the same as
for the other experiments. In Figure 11 (middle) we show
samples from the learned model overlaid on Earth’s map
and in Figure 11 (right) we show a heat map of the learned
density.

Robotics

Molecular 
genetics and  
drug design 



Our codes exploit and extend 
existing ML software frameworks 

• Tensorflow 
• Pytorch 
• JAX

Joint software effort
We run on 
• CPUs 
• GPUs 
• TPUs

Active research projects into 
training protocols: 
• Pruning 
• Lottery tickets 
• Initialisation frameworks 
• … 

Targeting exascale 
hardware for 
nuclear physics 
projects



After the up-front cost of training the model, it is

Cheap to generate an arbitrarily large ensemble

No need to store configurations, only the trained model

Volume scaling is tractable via hierarchical flow and transfer 
learning approach

Cheap to re-train the model to move to nearby parameter values 
(quark masses, beta) 

i.e., if possible, this approach would have significant advantages, even if 
initial training is expensive

Outlook

IF a generative flow model can be trained for QCD 
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Our Vision: Advance fundamental physics and foundational AI
Build strong multidisciplinary collaborations
Close contact between early-career researchers
Intellectual freedom for CAIFI Fellows
Training and education at intersection of Physics and AI
Access to state-of-the-art computing resources
Advocacy for shared solutions across subfields

E.g. ≈

[Wang, Sun, Liu, Sarma, Bronstein, Solomon, TOG 2019]
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Advisory Board
(External advisory board)

To be appointed

Institute Board
(Internal advisory board)

Bill Freeman (MIT)
Cora Dvorkin (Harvard)

James Halverson (Northeastern)
Taritree Wongjirad (Tufts)
ex-officio: ECEC Chair,

CB Chair, MIT-LNS Director,
Management Team

ECEC
(Early Career & Equity)

Chair: Tracy Slatyer (MIT)
5 members, including post-docs

and grad students

SI Board
(Represents interests of all SIs)
All SIs have equal voting rights
Ratifies Management proposals

Management
(Executive body)

Director: Jesse Thaler (MIT)
Deputy Director: Mike Williams (MIT)

Institute Manager: To be hired

Coordination Board
(Coordinates all CAIFI activities)

Chair: Matthew Schwartz (Harvard)

Ab Initio AI for Theory Calculations:
Ab Initio AI for Experiments:

Ab Initio AI for Advancing AI:
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Knowledge Transfer:

Post-doc Fellows:
Community Building:

Resources:

Phiala Shanahan (MIT)
Philip Harris (MIT)
Demba Ba (Harvard)
Brent Nelson (Northeastern)
Isaac Chuang (MIT)
Todd Zickler (Harvard)
Marin Soljačić (MIT)
Max Tegmark (MIT)
William Detmold (MIT)

ex-officio: ECEC Chair, Management Team

CAIFI
Outputs

Modeled after nuclear/particle experimental collaborations:  
Dedicated coordinator for each major activity

CAIFI: 
 “χφ”

The Center for Artificial Intelligence
and Fundamental Interactions
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