
Nathaly Santiesteban 
•

Hall A Collaboration Meeting 
01/30/2018 

Quasielastic Analysis  
x=1

3He/3H

On behalf of the E12-11-112 Collaboration 



Precision measurement of the isospin dependence in 
the 2N and 3N short range correlation region  
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2-3 spectrometers 
settings per    to 
cover the QE peak.

Q2

Inclusive analysis of the Quasielastic Data 
 and 3H 3He

Motivation



 region has ~8% discrepancy between the Anklin, Kubon data and  
the CLAS ratio and the Hall A polarized  extraction.
Q2 < 1

3He

5

combined in a weighted average as a function of Q2. The
final systematic uncertainty varied from 1.7-2.5% across
the full data range. The larger uncertainty on the pa-
rameterization of the TOF NDE (see Table 1) did not
push the total, weighted uncertainty above our goal of
3%. There are more calorimeter data due to its higher
efficiency and the maximum EC uncertainty was 1.5%
[9, 20].

The final, combined results for Gn
M are shown in Fig. 3

with a sample of existing data [10, 11, 26, 27, 28, 29]. The
uncertainties are statistical only. Systematic uncertain-
ties are represented by the band below the data. A few
features are noteworthy. First, the quality and cover-
age of the data is a dramatic improvement of the world’s
data set. Second, our results are consistent with previous
data, but with much smaller uncertainties. Third, the
dipole form is a good representation here, which differs
from parameterizations and some calculations at higher
Q2 where previous results for Gn

M/(µnGD) decrease with
increasing Q2 [5, 7, 8]. We note there appears to be an
offset between the low-Q2 end of our data and some ear-
lier results [11, 26] that is about twice the uncertainty of
the offset. Last, any apparent fluctuations in our results
(e.g. at 1.29 GeV2) are not significant enough to draw
any firm conclusions here.

The curves shown in Fig. 3 are from Diehl et al. [4],
Guidal et al. [5], and Miller [3] and are all constrained by
the world’s previous data. In Diehl et al. the GPDs are
parameterized and fitted to the experimental data (green
band). The curve reproduces some of the low-Q2 data,
but lies above our results. Guidal et al. use a Regge
parameterization of the GPDs to characterize the elas-
tic nucleon form factors at low momentum transfer and
extend it to higher Q2 (dashed line). The curve repro-
duces the existing, higher Q2 data (which fall well below
the dipole in the range Q2 = 6 − 10 GeV2), but is not
consistent with our results. In Miller’s calculation the
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FIG. 2: (color online). Results for Gn
M/(µnGD) as a function

of Q2 for four different measurements (two beam energies).
Only statistical uncertainties are shown.
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FIG. 3: (color online). Results for Gn
M/(µnGD) from the

CLAS measurement are compared with a selection of previous
data [10, 11, 26, 27, 28, 29] and theoretical calculations [3, 4,
5]. Numerical results are reported in the CLAS Physics Data
Base [20].

nucleon is treated using light-front dynamics as a rela-
tivistic system of three bound quarks and a surrounding
pion cloud (solid curve). The model gives a good descrip-
tion of much of the previous data even at high Q2 and is
consistent with our results.

The neutron magnetic form factor was measured in the
range Q2 = 1.0 − 4.8 GeV2 with the CLAS detector at
Jefferson Lab using the ratio of e− n to e− p scattering.
Two incident beam energies were used and systematic un-
certainties were ≤ 2.5%. Neutrons were measured with
two independent systems: time-of-flight scintillators and
electromagnetic calorimeters. Detector efficiencies were
measured simultaneously with the production data using
a dual-cell target containing 2H and 1H. The data pro-
vide a significant improvement in precision and coverage
in this Q2 range and are surprisingly consistent with the
long-established dipole form. The calculation by Miller
is in good agreement with our results.

We acknowledge the outstanding efforts of the staff of
the Accelerator and Physics Divisions at Jefferson Lab
that made this experiment possible. This work was sup-
ported in part by the Italian Istituto Nazionale di Fisica
Nucleare, the French Centre National de la Recherche
Scientifique and Commissariat à l’Energie Atomique,
the U.S. Department of Energy, the National Science
Foundation, an Emmy Noether grant from the Deutsche
Forschungsgemeinschaft, the U.K. Engineering and Phys-
ical Science Research Council, the Chilean Fondo Na-
cional de Desarrollo Cientifico y Tecnológico, and the Ko-
rean Science and Engineering Foundation. Jefferson Sci-
ence Associates operates the Thomas Jefferson National
Accelerator Facility for the U.S. D.O.E. under contract
DE-AC05-06OR23177.

Motivation
Measure the neutron magnetic 

form factor using the  
 cross-section ratios3He/3H

Systematic Effects should cancel in the ratio

Proyected results



A pair of vertical drift chambers (VDC) determine the particle trajectory for the target
reconstruction and, coupled with the dipole, provides the momentum resolution. Then the
particles pass through a pair of plastic scintillator planes, S0 and S2m [5], which can be
used to form triggers for the data acquisition. Particle identification (PID) is provided by a
gas Cherenkov sandwiched between the scintillator planes and a two-layer electromagnetic
calorimeter. The only di↵erence between the HRS-L and HRS-R packages is that in the
second layer of HRS-R calorimeter, the blocks are oriented parallel to the particle tracks,
whereas in the HRS-L calorimeter the blocks in the second layer are oriented perpendicular
to the tracks as shown in Fig. 2.

Straw
Chamber

Figure 1: Detector package for HRS-R with three tracking chambers. The package for HRS-L
is similar; however, the calorimeter blocks are arranged di↵erently as shown in Fig. 2.

2.1 Straw Chambers

Additionally, one of the front straw chambers (SC) from the focal plane polarimeter has been
added to both detector packages. The SC is an existing detector used several times in HRS-
L. It is the only non-standard item in an otherwise traditional electron arm configuration.
A gas flow system was added in the HRS-R to acommodate the straw chamber. By using
this chamber, the plan is to resolve a long-standing problem of HRS tracking analysis whose
e�ciency of high-rate track reconstruction is less than 95% in spite of a high chamber
e�ciency of 99.5%.

Two major modifications have been made on the straw chamber detectors. First, the gas
supply system was improved to ensure that there is enough gas flow for the SCs. Second,
a modification of the low voltage power supply system was made to solve the problem of
unstable signals.
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Past Users Meeting:
Only the Spring LHRS kinematics were presented. 
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Beam Energy

First Pass Second Pass

GeV GeV
• Energy values were taken from HALLA_p with I > 5 mA 
• The energy values are corrected by the scaling factor of 1.002 (First Pass) and 1.0025 (Second 

Pass) given by: 
     ENERGY MEASUREMENT: Courtesy of Douglas Higinbotham 

https://www.jlab.org/indico/event/197/session/3/contribution/12/material/slides/0.pdf
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Hydrogen Elastic Focal Plane Variables

θfp ϕfp

yfp xfp
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Average Current on Target per Run

(a) 3H Density Analysis. (b) 3He Density Analysis.

(c) 2H Density Analysis. (d) 1H Density Analysis.

Figure 11: Shown is local density of the 3H, 3He, 2H and 1H targets as a function of beam current.
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Tritium Decay

Filling Date

Cell 1 
Used in December 2017 and Spring 2018 10/23/2017

Cell 2 
Used in Fall 2018 08/24/2018

η3H ≡ η3H(t) = η0
3H(e−t/τ)
 daysτ = 4500 ± 8

Courtesy of Tyler Kutz

Measured total cross section:

σ3H = β( Ntot

ηtot ) = β( N3H + N3He

ηtot )
        Normalization factor (charge, efficiencies, etc) 

    Number of electrons scattered by  
   Number of electrons scattered by  

        Thickness  

β
N3H

3H
N3He

3He
η



Trigger (S0&&S2)&&Cherenkov 
The presale factor was one for all the runs 
Lower rate runs have a livetime>99%

RHRS Livetime 

Spring 2018
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RHRS Simulation December 2017



Data Run 911

Simulation 
Scaled by 0.85

LHRS Simulation December 2017



Kinematics Overlap for R26 
Data and Simulation



Tritium Yield for all the 
different Kinematics

Q2(GeV2)
ω(GeV )



Tritium Yield for Lower  pointsQ2

Q2(GeV2)
ω(GeV )



Summary

Work done so far: 

Runs organized and clean 
Data calibrated 
Simulation working for all data sets 
Preliminary cross-sections for lower  kinematics Q2

Near Future 

Label systematic contributions 
Preliminary cross-sections for all kinematics 
Theory work 



To get to Gn
M

Start with a solid model  
 with only        as a free 

parameter 

Reproduce the           
experimental ratio  

σ(3H )/σ(3He)

yes

no

Iterate Gn
MGn

M

Gn
M In pr

ogre
ss 

Looking for different models to test!



Thank you!

Q & A


