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This talk

Caveats

4 I am not a data scientist

5 There are so many exciting
developments that I cannot cover in
30 minutes

Outline

1 Probably over-simplified
introduction to Machine Learning

2 ML for Nuclear Physics

3 Interpretable Machine Learning



AI-based technologies
are everywhere

Fraud
Detection

Drug
Discovery

Pandemic response Recommendation
Systems

Self Driving
Cars



What is Machine Learning?
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Supervised
Machine
Learning

Supervised Learning

Regression

Classification

Image Classification

Particle Identification

Calibration



Unsupervised
Machine
Learning

Unsupervised
Learning

Clustering

Dimensionality
Reduction

Principal Component
Analysis

Track finding in TPCs



Reinforcement
Learning Reinforcement

Learning

Real Time Decisions

Robot Navigation

Skill Acquisition

Control Optimization



Data Science Pipeline

Data Source Data
Preparation ML Application Training Tools Results

Explainability
Uncertainty
Quantification



Traditional Nuclear
Physics workflow



Parallel Talks from Monday

AI/ML for Streaming Readout
Jin Huang

AI/ML for Nuclear Theory
Daniel Hackett

A(i)DAPT: AI for Data Analysis and
Preservation
Marco Battaglieri

AI/ML for Experimental Physics
Diana McSpadden

AI-Assisted Detector Design
Cristiano Fanelli



ML for Experimental Nuclear Physics

Traditional method:

Hydra:

every 30 seconds

Results:



ML for Nuclear Theory

Computation of observables in LQCD is
computationally expensive

see Dan Hackett's talk on ML for Nuclear Theory



ML for Accelerator Physics

Predicting errant beam pulses
ahead of time



Interpretability + Uncertainty
Quantification



Trustworthiness

The more you can understand
how your ML system actually
works, the more reason you

might have to trust it
Max Tegmark, MIT



Complexity vs Accuracy Trade Off

Interpretable Accurate

Simple Model

Complex 
Model



What happens if we don't fully understand our model?

Knight Capital Trading Incorrect Calibrations



Interpretability

How does a model come up with its
prediction?

Benefits to nuclear physicists and data
scientists



Trustworthiness

Implementing ML based systems
for physics applications will
require interpretability

Much easier to adopt ML
techniques if we understand
model behavior
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GradCAM with Hydra
Interpretability



GradCAM + Siamese Neural 
Network

Interpretability
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Shapley Values
Interpretability



Uncertainty Quantification

Need for designing human-interpretable
explanations and developing comprehensive
evaluation metrics

Critical for control related decisions

see Diana McSpadden's talk for UQ implementation at ORNL and
FermiLab

Active area of research in AI



Take home messages

1 DOE has recognized the importance and benefits
of implementing AI/ML techniques in Nuclear
Physics

2 Numerous exciting applications and avenues to
explore in experiment, theory, and accelerator
fields

3 We have a unique opportunity to collaborate
with data scientists to implement ML systems
from the start at new facilities like the EIC and
FRIB
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Community Identified Needs for AI Research in NP

Workforce development

Uncertainty Quantification

Comprehensive Data Management

Adequate Computing Resources
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