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A New Opportunity in Hadron Structure

e ———
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Virginia Center for Nuclear Femtography

« funded by Commonwealth to “.....to facilitate the application of
modern developments in data science to the problem of
imaging and visualization of sub-femtometer scale structure of

protons, neutrons, and atomic nuclei”

« Multi-disciplinary, bringing together nuclear theorists and
experimentalists, mathematicians, computer scientists, ... ...

and architects and artists

FEMTOGRAPHY 2018

December 10-11, 2018, University of Virginia

The Symposium on Imaging and Visualization in Science will be held at the University of Virginia
December 10-11, 2018. This symposium will bring together scholars and researchers from Virginia
universities and research institutes to discuss recent developments and future opportunities in the
imaging and visualization of scientific data.
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Center for Nuclear Femtography

ML for global analysis

(Cross sections /- Theory-4/(QPD -/ parameters
,.

forward NN mapper

(Cross sections};x- . )[Theory]- X - X -=)( parameters
E 3

—){backward NN mapper]—
Machine Learning and
Statistics ..
Visualization
Mesh-based Data Capability and Capacity
Representation Computing

#== Reduced pseudo-ITD

0.6 1 == LCSs [44]

#== quasi-PDF [47]
0.5 “~— quasi-PDF [53]
0.4

(z)

0.3 1

i
x gy

0.2 1

0.1

0.0

0 0102 03 04 0.5 0.6 07 08 0.9 1.0
X

: Thomas Jefferson National Accelerator Facili
.geffgon Lab i @ @A‘



Next-generation imaging filters and mesh-based data representation
for phase-space calculations in nuclear femtography
PI: Nikos Chrisochoides (ODU)
Co-PIs: GagleoravatfamTEaByam—ciristmm Weiss (JLAB)

Executive Summary:

We propose an interdisciplinary project to leverage advanced computational methods from medical
imaging for processing phase space distributions in nuclear femtography experiments, with the aim to
enable next-generation process simulations, data analyses, and physics model comparisons. The ob-
jectives are: (O1) Implement an n-dimensional Exact Signed Euclidean Distance Transform for im-
age-to-mesh conversion of phase space data; (02) Implement an n-dimensional mesh-based represen-
tation of phase space data using tessellation methods and test it in low-dimensional scenarios (n=3);
(03) Explore potential physics model comparisons enabled by the new technologies.

Visualizing Femto-Scale Dynamics

FEMTU-SBALE DYNAMICS Center for Nuclear Femtography D. Heddle (CNU)

Center for Nuclear Femtography
-

Exccutive Summary

Protons and nentrons constinute more than 99 percent of the mass in the visible universe. Through

QCD theory and machine learning for global analysis

Nobuo Sato'?*, lan Cloét?, Michelle Kuchera®, Yaohang Lit,
Wally Melnitchouk?, Andreas Metz®

L0ld Dominion University, 2 Jefferson Lab, 3 Argonne National Laboratory,
4 Davidson College, ® Temple University

Executive Summary

The goal of this project is to build the next generation of global QCD analysis tools using machine learning
techniques to study the quantum probability distributions characterizing the internal structure of the nucleon.
In concert, QCD-inspired models will be developed and used to calculate Wigner distributions and their projec-
tions onto ized parton distributions (GPDs) and (TMD) distributions.
The QCD theory will be used to help train and optimize machine learning algorithms by putting physical
constraints on the mapping between observables and the quantum probability distributions. This project is
multi-disciplinary in nature, requiring collaboration between nuclear physicists, computer scientists and infor-
mation technology specialists. The resulting product will be a critical tool for the nuclear physics community,
opening up new possibilities for collaboration with computer science in the exploration and visualization of the
inner structure of hadrons and nuclei. This proposal directly addresses project areas 1, 2, and 4 as identified in
the proposal call.

IData Visualization and New Initiatives in Doubly Virtual Compton Scattering
Carl Carlson (WM), Marc Vanderhaeghen (Mainz)

Executive Summary

experiments using particle accelerators, we have leamed much about these particles in the century since
their discoveries. Yet very little is known about their internal mechanical and dynamical properties. With
the advancement of aceelerator, detector and associated lectronics technologies, a new generation of
experiments became possible at Jefferson Lab in Virginia. These experiments are generating the most
comprehensive and the most precise data ever on their internal substructure, with data rates measured in
Terabytes per hour. Tn the future. the proposed Electron Ton Collider (EIC) will allow scientists o explore.
these questions using precisely defined and controlled collisions of very-high energy ions and electrons at

high luminosity

Title: Parton Distribution Functions from Lattice QCD

PI: Konstanti Orginos (W&M/JLab)
co-ﬂ Xnare glaléopoulos (W&M)
Grad Students: Joseph Karpie(W&M)
Post-doc: Eloy Romero(W&M)

Executive Summary:

Next-generation Visual Analysis Workspace for
Multidimensional Nuclear Femtography Data

Pl Nicholas Polys (VT, npolys@vt.edu)
CO-PIs Srijith Rajamohan (VT), Markus Diefenthaler (JLAB), Dmitry Romanov (JLAB)

Executive Summary

The experimental data in five or more kinematics dimensions that allows to constrain GPDs and
TMDs is a multidimensional data science challenge. We propose to apply recent advances in
scientific visualization to gain more insights into the multidimensional datasets at the forefront of
Nuclear Femtography. In the initial phase of our project, we will explore Semantic Interactions
as a visualization technique to analyze an ensemble of scientific data sets. This is motivated by
our ongoing R&D and the direct connection between Semantic Interactions and machine
learning.

In the last few years, a major achievement in hadron structure has been the development of new methods that
allow for lattice QCD computations of parton distribution functions. This is a groundbreaking development
as it allows for the first time to determine the full longitudinal momentum fraction dependence of the PDFs
from lattice QCD, and thus opens up a new window for the theoretical study of the structure of fundamental
building blocks of matter such as the pion and the nucleon. Experimentally hadron structure studies are a
central part of DOE’s nuclear physics programs both with current experimental facilities such as the 12 GeV/
upgrade of Jefferson Lab, as well as at the future electron-ion collider (EIC).
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The flow of data from Jefferson Lab and other labs is already significant and the increase in the
future will also be significant. Currently, much data that is presented as a many row by many
column grid of small two-dimensional plots. Related problems are addressed, and to some extent
solved, in the medical profession, where one often has a set of scans which can be presented as a
st of fixed direction small two-dimensional images, looking rather like a grid of postage stamps,
Computer processing turns these into interactive images that can be presented with arbitrary
centers, with arbitrary scanning plancs, and zoomable. We would aim, and be able to do, similar
processing of nuclear science data.

A second and separate project concerns donbly virtnal Compton seattering, 7°p — 7*p, with
the incoming ~ spacelike and the outgoing  timelike. This is an extension of approved exper-
iments at JLab. Crucial applications of information obtained from such data are in evaluating
two-photon exchange (TPE) corrections to radiative corrections in ¢p elastic scattering, TPE
corrections to the Lamb shift in muonic hydrogen (critical for the proton radius measurements
and puzzle), and for calenlating the electromagnetic contribution to the nentron-proton mass
difference (using the Cottingham formula). We wonld calenlate the Bethe-Heitler amplitudes
which interfere with the purely Compton amplitudes, and give expressions allowing extractions
of information of the individual structures parameterizing the Compton amplitude.

Principal Investigator: Simonetta Liuti (UVA Physics)
——

Wigner Imaging
Co-Principal Tnvestigators: Peter Alonzi (UVA School of Data Science)
Matthias Burkardt (NMSU Physics)
Dustin Keller (UVA Physics)
Olivier Pfister (UVA Physics)
Petra Reinke (UVA School of Engineering and Applied Science)

The science of Nuclear Femtography probed by deeply virtual exclusive reactions has revo-
lutionized our approach to exploring the internal structure of the nucleon. A new generation
of current and planned experiments at the future EIC could in principle allow us to incorpo-
rate all the information from data and phenomenology into a tomographic image connecting
the decpest part of the quantum world with what we sce as everyday matter around us
However, to harness and organize information from experiment and increase the reach of
this emergent field will require going beyond the standard computational toolbox. The pro-
posed pilot project is an effort in this direction. It consists of two parts: computational and
visualization on one side, and theoretical, on the other. In order to carry out our program
we will: (1) examine and evaluate the use of new state of the art, computational methods
and techniques, including visualization to address the many layers of analysis which are nec-
essary to extract the signal in its complex background after the large experimental data sets
are acquired; (2) simultancously develop a flexible model of the Wigner distribution which
underlies the theoretical description of the data.
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Inverse Problem

In deciphering the structure of hadrons, we are always
dealing with sparse and incomplete data.
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Incomplete PQCD Kernel PDF
Cross section

Barry et al.,
arXiv:1804.01965

This is an ill-posed problem
= Need additional information

e.g. we assume a functional form:

q(x) = Nx*(a — x)’P(x)

There are no model-independent PDFs

Thomas Jefferson National Accelerator Facility

This is common amongst many areas of science!
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Machine Learning

“To build the next generation of global QCD analysis
tools using machine learning (ML) techniques to study
the quantum probability distributions (QPD)
characterizing the internal structure of the nucleon.”

QCD theory and machine
learning for global analysis

Nobuo Sato
oDU

Slide from Nobuo Sato, CNF 2019
Washington DC ME?Z'J“L'.!D ‘

Cross sections |4 Theory (€| Distributions [€¥| Parameters

T \ - Predictions for Future Experiments
Forward NN Mapper

Cross sections | Theory | Distributions | Parameters %%Z%ansse;‘s/p oints constrain
- How do distributions depend on
parametrization?
»| Backward NN Mapper I - What additional measurements to

contain distributions?
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m We know how to go from a to cross sections e.g.

do L g v

m We DON'’T have the inverse function
to go from cross sections to a

N.Sato, EINN2019
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GPDS KINEMATICS

H(x,&,0)
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For 3D imaging, GPDs and PDFs, an even bigger challenge -
less guidance on parametrization
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Visualization

- Guiding analysis and error checking
- Understanding
- “Eye Candy”

There are more things in Heaven and Earth...

“Extensive background radiation studies by IBM in the
1990s suggest that computers typically experience about
one cosmic-ray-induced error per 256 megabytes of RAM
per month. If so, a superstorm, with its unprecedented
radiation fluxes, could cause widespread computer
failures. Fortunately, in such instances most users could

simply reboot” (Supplement to the feature "Bracing the
Satellite Infrastructure for a Solar Superstorm,” August
2008 issue, Scientific American.)

Computers can be pretty good
“While double bit flips were deemed unlikely, the density Cosmic-ray de te Ctors =

of DIMMs at Oak Ridge National Lab’s Cray XT5 causes . B . .

them to occur on a daily basis (at a rate of one per day Vlsuallza tlon for deb ugglng

for 75,000+ DIMMSs)” (Fiala+, 2012)

Bronson Messer, ORNL, CNF2019

] Thomas Jefferson National Accelerator Facilit
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First Images of a Black Hole

\'
(Data)

\A1CD)
Va(us)
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VM(:uM)

Kazu Akiyama
@> Event Horizon Telescope  (JANSKY Fellow / MIT Haystack Observatory)

F

(Fourier Matrix)

exp(i2uixi) exp(i2Tuixz) ...
exp(i2Tuzx;) exp(i2TruzXz) ...

exp(i21usx;) exp(i21usxy) ...

Xp(i2TTumxi) exp(i2TTumx2) ...

- Sampling is NOT perfect

Number of data M <

- Equation is ill-posed: infinite numbers of solutions

- Interferometric Imaging:
Picking a reasonable solution based on a prior assumption

.!effegon Lab

exp(i2TTuixn)
exp(i2TTu;xn)

exp(i2TTusxn)

exp(i2TTumMXN;

How the EHT works?

slide from Kazu Akiyama
- Femtography 2019

+ €
(Thermal Noise)

vent Horizon Telescope

(Visibility)

Fourier Domain Sampling Process
d Baseline = Spatial Frequency)

(Proj

Orthographic Map Centered on Lon=180, Lat=12.391123

(Images: adapted from Akiyama et al. 2015, ApJ ; Movie: Laura Vertatschitsch)

Thomas Jefferson National Accelerator Facility

Kazu Akiyama, CNF2019 Symposium, SURA Headquarter, 2019/08/12 (Mon)
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Gagik Gavalian (Jefferson Lab)
\

Next-Generation Imaging Filters and Mesh- o )
Based Data Representation for Phase- Christian Weiss (Jefferson Lab)

Space Calculations in Nuclear Femtography Pawel $znajder (N(':BJ Warsaw)
(CNF19-04) Christos Tsolakis (ODU),

Angelos Angelopoulos (ODU)

ParaView

Smmm CNF_I2M:
: O convert GRID to NRDD/DICOM

O generate tessellated file (VTK)

O software is available through docker

PARTONS Generate:

O quark distribution functions CNF_I2M
OGPD’s (H,E,Ht,Et) Tessellation
[OBeam Spin Asymmetries (0]]V)
OCross Sections (BH, DVCS, INT) Docker

ANY USER
PROGRAM ParaView:
r—————————— Oplot slices of tessellated image
, OTHER Oboolean operations with planes and objects
. CNF Proposals O calculate integrals over lines or planes
O custom Python views with fully programmable data
Future: analysis routines.
O user programs can use this chain O provides most customizable data visualization plugins
O other proposals can take advantage the software. (user programmable).

20 Gagik Gavalian (Jlab)
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Bronson Messer, ORNL, CNF2019

CNF19-09 Visualizing VISUALIZING

Cardall+ (2012)

Femto-Scale Dynamics /I JnHiINR {11 1[AY OF. some eye candy...
Mid-Term Report Center for Nuclear Femtography ¢ This image from an MHD
W version of the SAS

graced the front of Titan
for >7 years.

V. Burkert
Jefferson Lab (Newport News)

N. Polys
Virginia Tech (Blacksburg)

CNF19-09 FEMTOGRAPHY2019 - Sy

SURA i DC, 8/12-13, 2019 1

Summer Institute on Wigner Imaging
and Femtography

Simonetta Liuti
University of Virginia

Nucleon Standard Model

Fast Monte Carlo DVCS:

e Radial forces
e Tangential forces

Arrow color and length by force
magnitude
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New technology driving change

 Existing DAQ designs at JLab are based on several Slide: Graham Hayes, SC19

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

assumptions: [ o [ o [ ot
— Experiments generate data at a bandwidth that is too high [ < M :W J /W
for an affordable system to acquire.

— Even if the data could be acquired it could not be stored.

— At these rates the data could not be processed by software Detectr [ |
in real, or near-real, time. ( )

* Inrecent years it has become clear to several groups, both at

Switched
Network

JLab and outside, that these assumptions are no longer true. \ L 2
» ltis now possible to acquire data with minimal filtering in parallel
streams to short term storage and process in near real time to T

reduce it to a volume that can be permanently archived.

Switched
Network

« This approach is known as streaming readout.

— Much of what was formerly done online in custom
electronics, firmware and embedded software is moved

near/off-line. '

Exploit HPC Opposite of Edge Computing?

Thomas Jefferson National Accelerator Facilit
.{effe?son Lab d @ A



Capability Computing -

e.g. Summit at ORNL

P[U] x det M[U]e5¢lVl

Several V, a, T, my

~ 10% Leadership-
Class Resources

.geffé;Zon Lab

Lattice QCD

Capacity Computing -
Observable Calculation

“Desktop” Computing -
Physical Parameters

e.g. GPU/KNL cluster at
JLab, BNL, FNAL

e.g. Mac at your desk
C(t) =) Ape br!

(©0) = % S 0w Gl
" My (a,my, V)

e.g. O(t) = Z(N(:E, t)N(0))

Thomas Jefferson National Accelerator Facility
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LQCD: Moving toward the exascale

Hardware: 2.13x wall-time on 8x fewer GPUs = 17x

4500
4006 10.2x faster

4000 on 8x fewer GPUs
~82x gain

3500
3000
2500
5000 1878

1500

Wallclock Time (seconds)

974
1000

500 439 392

. ] =

Titan (1024x Summit (128x Titan (512x Summit (128x  Summit (128x
K20X) V100) K20X) V100, Nov 2019) V100, March

\ 2019)
Algorithms, Software and Tuning: 4{

The USQCD Clover Gauge Generation
ECP FoM since 2016
using Chroma, QDP-JIT + QUDA on Summit

. Thomas Jefferson National Accelerator Facili
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LQCD: Theory Advances

* Euclidean lattice precludes calculation of light-cone/time-separated correlation functions

(e, p) = / © PP | (e e AT y(0) | P)

So.... ... Use Operator-Product-Expansion to formulate in terms of Mellin Moments
with respect to Bjorken x.

<P ‘ ?Lf)/,ul (75)D,u2 .. ‘D,un?vb | P> s P,ul N .Puna(n)

» Discretised lattice: power-divergent mixing for higher moments

Large-Momentum Effective Theory (LalMIET)

Xy “Equal time” correlator
S X. Ji, Phys. Rev. Lett. 110, 262002 (2013).
— X. Ji, J. Zhang, and Y. Zhao, Phys. Rev. Lett. 111, 112002 (2013).
J. W.

Qiu and Y. Q. Ma, arXiv:1404.686.

z
> dzizz - y —i z 4y A% (2
ala, i, P7) = [ 2 (P laprenin 4 Ay (0) | P

+O((A*/(P7)?), M?/(P*)"))

'

q(z, p*, P?) :/x d—;Z (g%) q(y, n*) + O(A?/(P?)?, M?/(P*)?)
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Pseudo-PDFs

Pseudo-PDF (pPDF) recognizing generalization of PDFs in terms of loffe Time v = p - z.

A.Radyushkin, Phys. Rev. D 96, 034025 (2017) B.loffe, PL39B, 123 (1969); V.Braun
et al, PRD51, 6036 (1995)

M®*(p,z) = (p | Yy*U(2;0)¥(0) | p) loffe-Time Distribution

M®(z,p) = 20" M(v, 2°) + 22N (v, 2°) = 0201
loffe-time pseudo-Distribution (pseudo-ITD) generalization to space-like z

1 J
M(v, 22):/ dr e P(x,2*) €—— pseudo-PDF
1 [ 5

f(x) =P(x,0) = dve™""* M(v, —z3)

z5—0 2T 50
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bPDFs - I

. . . . H 1 %(U7 Zz)
To deal with UV divergences, introduce reduced distribution gy —

(0,72)

1
M(v, 22) = / du K (1, 22112, 000 Q (v, 1)
0

Computed on lattice Perturbatively calculable | loffe-time Distribution |

O, 1) = M(v, 22) — 2EF /01 du lm (zQ,uZ?) B(u) + L(u)] M(uv, 22).

2T
K. Orginos et al., Match data at different z
PRD96 (2017),
094503 J.L

) Need data for all v, or
Qlv) = / dz q(z)ev® | @dditional physics input
—1

|Inverse probleml B Ood i
_ 2/00 vy ew
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Nucleon PDF

Ground-breaking quenched calculation: K. Orginos et al., PRD96 (2017), 094503

ID | a(fm) M.(MeV)| B esw | amp  amy | I3xT Ny
al27m415 | 0.127(2) 415(23) | 6.1 1.24930971 | -0.2800 -0.2450 | 24% x 64 2147
al27md15L | 0.127(2)  415(23) | 6.1 1.24930971 | -0.2800 -0.2450 | 32° x 96 2560
a094m390 | 0.094(1) 390(71) | 6.3 1.20536588 [ -0.2350 -0.2050 | 323 x 64 417
5m,
1 ) } —This work
B.Joo et al., arXiv:1908.09771 all CJ15 NLO
0.8 MSTW 2008 NNLO
3 —NNPDF31 NNLO
206
¢}
0.4+
0.2
0 . ‘ ‘ — .
0 2 4 6 8 10

.geffé;Zon Lab

—This work
CJ15NLO

—MSTW 2008 NNLO

—NNPDF31 NNLO
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1 e i 20127 fmdata | O precision calculations
—a =0.127 fm fit - small lattice spacings
A - Large Spatial Volumes
= 05 O(a) extrapolation - Calculations at physical
A (a2) extrapolation pion Mass
~ S —
0 P o=
We now know how to do the
T calculations. Exascale
05 | : computing means we can!
0 5 10

Large Range inv
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.geffe?son Lab Y @ €5A



.geffé;Zon Lab

Experiment and Computation = Femtography
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H-W Lin et al., Phys. Rev. Lett. 120, 152502 (2018)

N u 0.4 1(1) Transversity
hl 0.2 ZHl(fav)
0 o
o Precisely calculated in LQCD
_1 1
d | 1(1
—2 hj 02 zHl(l(m)f)
P 041 .
0 02 04 06 02 04 06 =z
. v
> SIDIS (a) BN SIDIS + lattice (b)

2]

- [ SIDIS

i —_
—0.8} - | —
| SIDIS +lattice g

1 _ I‘l
0 0.2

¥

normalized yield
'S

OO

0.4 05 1

Q'-
S

gr

LQCD: not testing but understanding QCD
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0.015

International weekly journal of science

Nature 557 (2018) no.7705, 396-399

m h:: F

V. Burkert, L. Elouadrhiri, F.X. Girod
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Expt + Lattice

P. Shanahan, EINN 2019

Nucleon pressure using LQCD results for gluon GFF, JLab results for quark GFF

tripole fits z-expansion fits

1.0F — total 7 C total LQCD
— total BEG
= = = gluon cont.

= === quark cont. 1 [ &

i

- < 1 F - g -
\ gluon contribution shifts ]

—0.5F peaks, extends region over .
T T T [N N T [N T N T SO SO S A WhICh pr-essure |S non-zero T
00 05 1.0 1.5 20 UU Uo TL.U TIo 20

r (fm) r (fm)

Gluon GFFs: Shanahan, Detmold, PRD99,014511 & PRL122,072003 (2019)
Quark GFFs: P Higler et al. (LHPC), PRD77, 094502 (2008)
Expt quark GFFs (BEG): Burkert et al, Nature 557,396 (2018) LQCD can pred|Ct and Complement g|u0n

structure, pion,...

r2p(r) (><10_2 GeV fm_l)
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Energy-Momentum Tensor

1 - 1
Tyus = 397Dy + GuaGua = 10w G% (P | T | P) = PP /M

Trace Anomaly: T, = —(1 + Yy, )0 + @GQ
g

< 0.40 1
)
£ 0.351
£
g 0-307 Yang et al., Phys. Rev. Lett. 121,
80.25; s | 212001 (2018)
8 0.20
A
S 0.151 Hy o
S 0.10- w | |How does mass decomposition
g 0. Ht4 | |change with quark mass?

. i

0l : : : : : : :
0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175
m2 (GeV)?
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Summary

 New era in hadron structure calculations driven by
— New and upcoming experimental facilities
— Theoretical advances
— Approach to exascale computing

* To capitalize on this we need a coordinated effort of
experiment, theory and computation

— Exploit developments in machine learning
— Visualization to analyse and to learn

— Development of new algorithms and methods for
computation.

Thomas Jefferson National Accelerator Facility
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