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The Shadow of a Black Hole

~5.2 Rs

(Hilbert 1916)

BH

Credit: Hung-Yi Pu

Rs = 2GMBH/c2
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Black Holes with the Largest Angular Sizes

Source
BH Mass 

(Msolar)
Distance 

(Mpc)
1 Rs 
(μas)

Sgr A* 4 x 106 0.008 10

M87
3.3 - 6.2 x 109  

6.5 x 109 16.7
3.6 - 7.3  

7.6

M104 1 x 109 10 2

Cen A 5 x 107 4 0.25
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Units of the Angular Size
Protractor：1 ticks = 1 degree

x 1/60 = 1 arcmin

x 1/60 = 1 arcsec

x 1/1000 = 1 mas
x 1/1000 = 1 μas

0.5 deg

30 arcmin 40 - 50 μas
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Event Horizon Telescope
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Event Horizon Telescope

Credit: Hotaka Shiokawa

50μas
EHT

 Sgr A*

M87

Credit: Monika Moscibrodzka 

40μas
EHT
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Event Horizon Telescope Collaboration

207 members, 59 institutes, 18 countries in North & South America, Europe, Asia, and Africa.



Meet the Telescope
SMT, Arizona

JCMT, Hawaii
APEX, Chile

IRAM 30m SpainLMT, Mexico

Photos: ALMA, Sven Dornbusch, Junhan 
Kim, Helge Rottmann, David Sanchez, 
Daniel Michalik, Jonathan Weintroub,  
William Montgomerie
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From Observations to Images
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From Observations to Images

Credit: Lindy Blackburn

Credit: Bryce Vickmark

MIT Haystack Observatory

8 TB x 8 HDD  
(x 92 modules)
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Fourier Domain  
(Visibility)

How the EHT works?

(Images: adapted from Akiyama et al. 2015,  ApJ ; Movie: Laura Vertatschitsch)

Image Sampling Process
(Projected Baseline = Spatial Frequency)
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Earth Rotation Synthesis

Credit: Daniel Palumbo
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Interferometric Imaging — Ideal Case —

V1(u1) 
V2(u2)
V3(u3)

: :
VM(uM)

=

exp(i2πu1x1)  exp(i2πu1x2) … exp(i2πu1xN) 
exp(i2πu2x1)  exp(i2πu2x2) … exp(i2πu2xN) 
exp(i2πu3x1)  exp(i2πu3x2) … exp(i2πu3xN)

:                            :                                   :

exp(i2πuMx1)  exp(i2πuMx2) … exp(i2πuMxN) 

I1(x1)

I2(x2)

I3(x3)

: :

IN(xN)- Sampling is NOT perfect  
  Number of data M < Number of image pixels N 

- Interferometric Imaging:  
  Picking a reasonable solution based on a prior assumption

- Equation is ill-posed: infinite numbers of solutions

V 
(Data)

F 
(Fourier Matrix)

I  
(Image)

=
(Thermal Noise)

+ 　 ε
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Remained Phase & Amplitude Errors after Calibrations

Amplitude Errors 
 
Typically: few~10% 
LMT: > 50% 

Phase Error 
 
Only fast (~sec to min)  
fluctuations are corrected

Measured Ideal+Thermal Noise
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Calibrated data sets (before imaging)

April 11 after amplitude and network calibration is also shown
in Figure 10 (bottom right panel). The trend in the visibility
amplitudes is clearly different from the trend seen in M87.
3C 279 appears to have more complex structure on long
baselines, and the structure varies with baseline position angle.

7.3.1. Persistent Structural Features

Figure 13 shows the correlated flux density after amplitude
and network calibration as a function of baseline length for all
four days of observations of M87 via the HOPS pipeline. The
network-calibrated amplitudes show broad consistency over
different days, and are consistent between pipelines
(Section 8.5). The majority of notable low-amplitude outliers
across days are due to reduced efficiency of the JCMT or the
LMT on a select number of scans (caused by, e.g., telescope
pointing issues or surface instability). Although the amplitudes
of these data points are low, closure information remains stable
and is unaffected by station gain. This is shown by comparing
the erratic amplitudes on the LMT–SMT baseline in Figure 13
(cluster of points at about 1 Gλ) with the smooth trends in
closure phase for the ALMA–LMT–SMT triangle (Figure 14,
top left) and in closure amplitude for the ALMA–LMT–
APEX–SMT quadrangle (Figure 14, top right).

The secondary peak in amplitude and the location of the two
nulls are persistent for all four days. These signatures in the
visibility amplitudes suggest that the source is not changing
dramatically over several days, is compact with acharacteristic
spatial scale of 50 μas, and exhibits similar structure over
arange of baseline position angle. Long baselines with various
orientations lie in astable trend along the second peak, and
aminimum in amplitude at 3.4 Gλ is seen on both the east–
west and north–south oriented baselines.

While the overall trend may indicate acompact and nearly
circularly symmetric structure that is stable in time, amore
detailed inspection of the data set suggests the presence of a
slight anisotropy, also made evident by multiple measurements
of non-zero closure phase. This can be seen comparing the
ALMA/APEX–LMT and SMA/JCMT–LMT amplitudes in
Figure 10 (bottom left). Both baselines probe a(u, v) distance
of about 3.4 Gλ, but they have avery different, nearly
perpendicular orientation (Figure 12). Flux density measured
on the north–south oriented ALMA–LMT baseline is afew

times larger than that for the east–west oriented SMA–LMT
baseline. These properties translate to striking source features
in imaging and model fitting, presented in Papers IV and VI,
respectively.

7.3.2. Time Variability

M87 was observed on the two consecutive nights of April 5/6
and again four nights later for the two consecutive nights of
April 10/11. We observe clear indications of modest source
evolution between the two pairs of nights, and broad consistency
within each pair. The evolution can be seen particularly well in
the behavior of robust closure quantities.
Across the full set of closure quantities, some closure phases

formed by wide and open triangles (e.g., ALMA–LMT–SMA,
Figure 14, bottom left) show different closure phase trends
between the first pair of days and the second pair. Additionally,
the east–west oriented LMT–SMA–SMT triangle shows
different closure phase trends between the two pairs of days
(Figure 14, bottom center), but the equivalent triangle in the
opposite orientation, LMT–PV–SMT, shows no such trend
(Figure 14, top middle).
Strong night-to-night variability of closure phases is

associated with baselines probing (u, v) components close to
the first visibility amplitude null, where visibility phases are
particularly sensitive to small structural changes. The LMT–
Hawaiʻi baselines are particularly affected. Rapid swings of
closure phase, as large as 200° in 2 hr, are found for the LMT–
SMA–SMT triangle, but exclusively for the latter pair of nights
on April 10/11. Triangles that do not probe the 3.4 Gλ null
location indicate less variability, e.g., ALMA–LMT–SMT or
LMT–PV–SMT. Despite larger uncertainties, similar trends are
seen in log closure amplitudes (right column of Figure 14). In
particular, significant differences between the two pairs of
nights can be seen on the ALMA–LMT–APEX–SMA quad-
rangle, while the ALMA–LMT–APEX–SMT quadrangle gives
more consistent values.

8. Data Validation and Systematics

In this section, we summarize data set validation tests,
performed using diagnostic tools developed in the eat library
framework and focusing on the properties of the final network-
calibrated data products. The section is structured as follows. In
Section 8.1, we discuss internal consistency tests performed
during the fringe-fitting stage. In Section 8.2, the accuracy of
reported thermal uncertainties is tested. In Section 8.3 we
investigate the robustness of data products against decoherence
with increased coherent averaging time. Section 8.4 presents
internal consistency tests in each pipeline and provides
estimates for the magnitude of non-closing systematic errors,
which become important considerations in the error budget for
high S/N measurements. Finally, in Section 8.5, direct
comparisons between the three pipelines are given. Amore
comprehensive discussion of these automated data validation
procedures is given in atechnical memo (Wielgus et al. 2019).

8.1. Fringe Validation

During fringe detection, a number of basic tests are
performed on the data that check for data integrity, false
fringes, and the overall self-consistency of the detected

Figure 13. Correlated flux density of M87 as a function of projected baseline
length for all four days of observations, from HOPS data that has been fully
averaged. Outliers are due to reduced performance of the LMT or the JCMT.
Error bars denote ± 1σ uncertainty from thermal noise.
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(Greisen 2003; Whitney et al. 2004; McMullin et al. 2007, I. M.
van Bemmel et al. 2019, in preparation).

Data from the fringe-fitting pipelines were scaled from
correlation coefficients to a uniform physical flux density scale
(in Jansky) by using an independent apriori estimate of the
sensitivity of each telescope. The accuracies of the derived
station sensitivities were estimated to be 5%–10% in amplitude,
although certain uncharacterized losses (e.g., from poor
pointing or focus) can exceed the error budget. By assuming
total flux density values derived from ALMA interferometric
data (Goddi et al. 2019) and utilizing array redundancy via
network calibration (Paper III), we refined the absolute
amplitude calibration of telescopes that are colocated and have
redundant baselines, i.e., ALMA/APEX and JCMT/SMA.

The median scan-averaged signal-to-noise ratio for M87*

was > 10 on non-ALMA baselines and > 100 on baselines to
ALMA, leading to small statistical errors in visibility amplitude

and phase. Comparisons between the three independent
pipelines, the two polarizations, and the two frequency bands
enabled estimation of systematic baseline errors of around 1° in
visibility phase and 2% for visibility amplitudes. These small
limiting errors remain after fitting station sensitivities and
unknown station phases via self-calibration (Pearson & Readhead
1984) and affect interferometric closure quantities (Rogers et al.
1974; Readhead et al. 1980). Following data validation and
pipeline comparisons, a single pipeline output was designated as
the primary data set of the first EHT science data release and used
for subsequent results, while the outputs of the other two pipelines
offer supporting validation data sets.
The final calibrated complex visibilities V(u, v) correspond to

the Fourier components of the brightness distribution on the
sky at spatial frequency (u, v) determined by the projected
baseline expressed in units of the observing wavelength (van
Cittert 1934; Thompson et al. 2017). Figure 2 shows the (u, v)
coverage and calibrated visibility amplitudes of M87* for
April11. The visibility amplitudes resemble those of a thin
ring (i.e., a Bessel function J0; see Figure 10.12 in Thompson
et al. 2017). Such a ring model with diameter 46 μas has afirst
null at 3.4 Gλ, matching the minimum in observed flux density
and is consistent with a reduced flux density on the longest
Hawai’i–Spain baseline (JCMT/SMA-PV) near 8 Gλ. This
particular ring model, shown with a dashed line in the bottom
panel of Figure 2, is only illustrative and does not fit all features
in the data. First, visibility amplitudes on the shortest VLBI
baselines suggest that about half of the compact flux density
seen on the ∼2 km ALMA–APEX baseline is resolved out by
the interferometer beam (Paper IV). Second, differences in the
depth of the first minimum as a function of orientation, as well
as highly nonzero measured closure phases, indicate some
degree of asymmetry in the source (Papers III, VI). Finally, the
visibility amplitudes represent only half of the information
available to us. We will next explore images and more complex
geometrical models that can fit the measured visibility
amplitudes and phases.

5. Images and Features

We reconstructed images from the calibrated EHT visibi-
lities, which provide results that are independent of models
(Paper IV). However, there are two major challenges in
reconstructing images from EHT data. First, EHT baselines
sample a limited range of spatial frequencies, corresponding to
angular scales between 25 and 160 μas. Because the (u, v)
plane is only sparsely sampled (Figure 2), the inverse problem
is under-constrained. Second, the measured visibilities lack
absolute phase calibration and can have large amplitude
calibration uncertainties.
To address these challenges, imaging algorithms incorporate

additional assumptions and constraints that are designed to produce
images that are physically plausible (e.g., positive and compact) or
conservative (e.g., smooth), while remaining consistent with the
data. We explored two classes of algorithms for reconstructing
images from EHT data. The first class of algorithms is the
traditional CLEAN approach used in radio interferometry (e.g.,
Högbom 1974; Clark 1980). CLEAN is an inverse-modeling
approach that deconvolves the interferometer point-spread function
from the Fourier-transformed visibilities. When applying CLEAN, it
is necessary to iteratively self-calibrate the data between rounds of
imaging to solve for time-variable phase and amplitude errors in the
data. The second class of algorithms is the so-called regularized

Figure 2. Top: (u, v) coverage for M87*, aggregated over all four days of the
observations. (u, v) coordinates for each antenna pair are the source-projected
baseline length in units of the observing wavelength λ and are given for
conjugate pairs. Baselines to ALMA/APEX and to JCMT/SMA are
redundant. Dotted circular lines indicate baseline lengths corresponding to
fringe spacings of 50 and 25 μas. Bottom:final calibrated visibility amplitudes
of M87* as a function of projected baseline length on April 11. Redundant
baselines to APEX and JCMT are plotted as diamonds. Error bars correspond
to thermal (statistical) uncertainties. The Fourier transform of an azimuthally
symmetric thin ring model with diameter 46 μas is also shown with a dashed
line for comparison.
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Challenges and Philosophy of EHT Imaging
Difficulties - Extremely sparse baseline coverage 

- Systematic uncertainties in data 
- No information from previous horizon-scale and/or 1.3 mm images

Major Risk: 
      Developing false confidence in features the may not have unambiguous support

Agnostic: Images should be among our most agnostic EHT outputs with the ability to reveal 
unexpected features and source properties

We have focused on exploring a broad space of possible algorithms                
and imaging algorithms to be optimal on a narrow class of images

Exploratory: 

Emphasis: Simple algorithms over complex black boxes 
Reproducible and scriptable results

ALMA Partnership et al. 2015 Credit: Times
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CLEAN (Hobgom 1974) = Matching Pursuit (Mallet & Zhang 1993)
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e
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0-filling &  
Inverse Fourier 

Transform
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Two Classes of Imaging Algorithms

Forward Modeling  
(Bayesian Inspired Optimization)

+

Amp  
Error

Phase  
Error

Thermal  
Noise

Systematic 
Errors

Solve for gains and phases  
that best match current image

Inverse Modeling 
(CLEAN +  Self-Calibration)

+ guidance from  
knowledgeable user

Trad
ition
al

Credit: Katie Bouman Credit: Katie Bouman

Non negativity

Smoothness
Sparsity Information 

Entropy
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New Imaging Methods

Two Imaging Libraries

eht-imaging (Chael+2016,2018) :  https://github.com/achael/eht-imaging 
SMILI (Akiyama+2017a,b) : https://github.com/astrosmili/smili

14 Chael et al.

Figure 9. (Top) 1.3-mm MEM reconstructions of a magnetically arrested disk simulation of the Sgr A* accretion flow, courtesy of Jason
Dexter (Dexter 2014). Color indicates Stokes I flux and ticks marking the direction of linear polarization are plotted in regions with I
greater than 4⇥ its RMS value and |P | greater than 2⇥ its RMS value. After blurring the image with the Sgr A* scattering kernel at
1.3 mm, data were simulated with realistic thermal noise, amplitude calibration errors, and random atmospheric phases. The center right
panel shows a reconstruction with data simulated on EHT baselines expected in 2016 and the rightmost panel shows the reconstruction
with the full array expected in 2017. Each reconstruction was restored with a Gaussian beam 1/2 the size of the fitted clean beam (93⇥ 32
µas FWHM in 2016 ; 27⇥ 14 µas FWHM in 2017). For comparison, the center left panel shows the model smoothed to the same resolution
as the 2017 image. (Bottom) 1.3-mm MEM reconstructions of a simulation of the jet in M87, courtesy of Avery Broderick (Broderick &
Loeb 2009; Lu et al. 2014b). Data were simulated on 2016 and 2017 EHT baselines as in the top panel, but without the contributions from
interstellar scattering that are significant for Sgr A⇤. Both reconstructions were restored with a Gaussian beam 1/2 the size of the fitted
clean beam (72⇥ 36 µas FWHM in 2016 ; 28⇥ 20 µas FWHM in 2017).

restoring beam, the I and P NRMSE values drop to 24.0% and 59.0% for the 2016 reconstruction and 19.8% and
61.9% for the 2017 image. The polarization position angle weighted error drops to 20.0� and 21.6� for the 2016 and
2017 images, respectively. Even with minimal baseline coverage, MEM is able to reconstruct a reasonably accurate
image when compared to the true image viewed at the same resolution.

The 2016 image of an M87 jet model (Fig. 9, bottom panel) gave NRMSE values of 55.61% for Stokes I and 77.34%
for Stokes P , with a weighted angular error of 23.5�. In 2017, the NRMSE values were 36.71% for Stokes I and 54.40%
for P , with an angular error of 17.9�. When we instead compare the reconstructions to the model image smoothed to
the same resolution as the restoring beam, the I and P NRMSE values drop to 21.3% and 34.5% for the 2016 image
and 18.3% and 27.7% for the 2017 image, while the polarization position angle weighted error drops to 21.6� and 14.8�

for the 2016 and 2017 images, respectively.

6. CONCLUSION

As the EHT opens up new, extreme environments to direct VLBI imaging, a renewed exploration of VLBI imaging
strategies is necessary for extracting physical signatures from challenging datasets. In this paper, we have shown
the e↵ectiveness of imaging linear polarization from VLBI data using extensions of the Maximum Entropy Method.
We explored extensions of MEM using previously proposed polarimetric regularizers like PNN and adaptations of
regularizers new to VLBI imaging like total variation. We furthermore adapted standard MEM to operate on robust
bispectrum and polarimetric ratio measurements instead of calibrated visibilities. MEM imaging of polarization can
provide increased resolution over CLEAN (Fig. 5) and is more adapted to continuous distributions, as are expected
for the black hole accretion disks and jets targeted by the Event Horizon Telescope. Furthermore, MEM imaging
algorithms can naturally incorporate both physical constraints on flux and polarization fraction as well as constraints
from prior information or expected source structure. Extending our code to run on data from connected-element
interferometers like ALMA is a logical next step, but it will require new methods to e�ciently handle large amount
of data and image pixels across a wide field of view. Polarimetric MEM is also a promising tool for synthesis imaging
of a diversity of other astrophysical systems typically observed with connected element interferometers. For example,
the polarized dust emission from protostellar cores frequently exhibits a smooth morphology (Girart et al. 2006; Hull
et al. 2013), so MEM may be better-suited to study both the large-scale magnetic-field morphologies and their small

Maximum Entropy Method (MEM)
Chael et al. 2016, Fish et al. 2014,  

Lu et al. 2014, 2016

CHIRP (Machine-learning)  
Bouman et al. 2016
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Akiyama et al. 2017a, 2017b  

Ikeda et al. 2016, Honma et al. 2014
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EHT Blind Imaging Challenges (2016 -)

Method 1 Method 2 Method 3 Method 4 Method 5

(Katie Bouman 2016, PhD thesis; the EHT Imaging WG)
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EHT Blind Imaging Challenges (2016 -)

(Katie Bouman 2016, PhD thesis; the EHT Imaging WG)
Method 1 Method 2 Method 3 Method 4 Method 5
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Traditional TechniquesNew techniques

Four Imaging Teams

Team 3

Team 4

East Asians  
 

Korea, Japan & Taiwan 
(ASIAA, KASI, NAOJ) 

 

Leader: S. Koyama

Cross Atlantic  
 

US, Spain, Germany, Finland 
(Boston U, MPIfR, IAA, Aalto)  

 

Leader: T. Krichbaum & A. Marscher

Team 1

Team 2

Americas  
 

US & Chile  
(SAO, U. Arizona, U. Conception) 

 

Leader: K. Bouman & A. Chael

Global
 

US, Japan, Netherlands 
(MIT, NAOJ, Hiroshima U., Radboud U.) 

 

Leader: K. Akiyama & S. Issaoun



7 weeks later…..



1 month later…
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Traditional TechniquesNew techniques

Four Imaging Teams

April 11
Team 1

Team 2

Americas  
 

US & Chile  
(SAO, U. Arizona, U. Conception) 

 

Leader: K. Bouman & A. Chael

Global
 

US, Japan, Netherland  
(MIT, NAOJ, Hiroshima U., Radboud U.) 

 

Leader: K. Akiyama & S. Issaoun

Team 3

Team 4

East Asians  
 

Korea, Japan & Taiwan 
(ASIAA, KASI, NAOJ) 

 

Leader: S. Koyama

Cross Atlantic  
 

US, Spain, Germany, Finland 
(Boston U, MPIfR, IAA, Aalto)  

 

Leader: T. Krichibaum & A. Marscher
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The First EHT Images of M87 (July 24, 2018)

2nd EHT Imaging Workshop
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Imaging Pipelines: Human Choices
DIFMAP 

(CLEAN + Self Calibration)
eht-imaging

(Regularized Max Likelihood)
SMILI

(Regularized Max Likelihood)

Compact Flux
Stop Condition
Weighting on ALMA
Mask Size
Data Weights

Compact Flux
Initial Gaussian Size
Systematic Error
Regularizes

MEM
TV
TSV
L1

Compact Flux
L1 Soft Mask Size
Systematic Error
Regularizes

TV
TSV
L1

(Shepherd et al. 1997,1998) (Chael et al. 2016, 2018) (Akiyama et al. 2017a,b)
Credit: Katie Bouman
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Objective Imaging Process
Training Images
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calibration, a random station phase is adopted for each scan.
Independent station-based gains were applied to each visiblity,
with two components of each gain factor drawn from normal
distributions: one term that was constant over the observation,
and one that varied randomly among scans. We captured the
increased uncertainty and variability in station gains at the
LMT (Section 4.1) by giving these gain terms larger variances.
Time-independent polarimetric leakage terms were drawn from
a complex Gaussian distribution with 5% standard deviation,
motivated by previous estimates of the polarization leakage at
EHT sites (Johnson et al. 2015). Identical gain, phase, and
leakage contamination was applied to the high- and low-band
data. Figure 5 shows four examples of visibility amplitudes
generated using this procedure. Appendix C.2 provides full
details about the synthetic data generation procedure.

Furthermore, to test whether or not our results are sensitive
to specific choices made in the synthetic data generation, we
compared our generated synthetic data and reconstructed
images to results from another VLBI data simulator, Meq-
Silhouette+rPICARD (Blecher et al. 2017; Janssen et al.
2019). MeqSilhouette+rPICARD takes a more physical
approach to mm-VLBI synthetic data generation (with added
corruption based on, e.g., measured weather parameters and

antenna pointing offsets) and it uses the full CASA-based EHT
reduction pipeline for calibration. Despite the differences in
approach, both synthetic data pipelines yield comparable
results (see Appendix C.3 and Figure 31). We use eht-
imaging for all further synthetic data in this Letter.

6.2. Imaging Pipelines and Parameter Survey Space

To survey the space of imaging parameters relevant to each
imaging software package and to test their effects on
reconstructions of simulated data, we designed scripted
imaging pipelines in three software packages: DIFMAP,
eht-imaging, and SMILI. Each pipeline has some choices
that are fixed (e.g., the convergence criterion, the pixel size,
etc.) but takes additional parameters (e.g., the regularizer
weights, the total compact flux density) as arguments. We then
reconstructed images from all M87 and synthetic data sets
using all possible parameter combinations on a coarse grid in
the space of these parameters. We chose large ranges for each
parameter, deliberately including values that we expected to
produce poor reconstructions.
The parameter choices and the values surveyed vary among the

three pipelines, and the pipelines also differ in which frequency

Figure 5. The four simple geometric models and synthetic data sets used in the parameter surveys (see Appendix C for details). Top: linear scale images, highlighting
the compact structure of the models. Middle: logarithmic scale images, highlighting the larger-scale jet added to each model image. Bottom: one realization of
simulated visibility amplitudes corresponding to the April11 observations of M87. We indicate the conventions for cardinal direction and position angle used
throughout this Letter on the upper-right panel. Note that east is oriented to the left, and position angles are defined east of north.
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calibration, a random station phase is adopted for each scan.
Independent station-based gains were applied to each visiblity,
with two components of each gain factor drawn from normal
distributions: one term that was constant over the observation,
and one that varied randomly among scans. We captured the
increased uncertainty and variability in station gains at the
LMT (Section 4.1) by giving these gain terms larger variances.
Time-independent polarimetric leakage terms were drawn from
a complex Gaussian distribution with 5% standard deviation,
motivated by previous estimates of the polarization leakage at
EHT sites (Johnson et al. 2015). Identical gain, phase, and
leakage contamination was applied to the high- and low-band
data. Figure 5 shows four examples of visibility amplitudes
generated using this procedure. Appendix C.2 provides full
details about the synthetic data generation procedure.

Furthermore, to test whether or not our results are sensitive
to specific choices made in the synthetic data generation, we
compared our generated synthetic data and reconstructed
images to results from another VLBI data simulator, Meq-
Silhouette+rPICARD (Blecher et al. 2017; Janssen et al.
2019). MeqSilhouette+rPICARD takes a more physical
approach to mm-VLBI synthetic data generation (with added
corruption based on, e.g., measured weather parameters and

antenna pointing offsets) and it uses the full CASA-based EHT
reduction pipeline for calibration. Despite the differences in
approach, both synthetic data pipelines yield comparable
results (see Appendix C.3 and Figure 31). We use eht-
imaging for all further synthetic data in this Letter.

6.2. Imaging Pipelines and Parameter Survey Space

To survey the space of imaging parameters relevant to each
imaging software package and to test their effects on
reconstructions of simulated data, we designed scripted
imaging pipelines in three software packages: DIFMAP,
eht-imaging, and SMILI. Each pipeline has some choices
that are fixed (e.g., the convergence criterion, the pixel size,
etc.) but takes additional parameters (e.g., the regularizer
weights, the total compact flux density) as arguments. We then
reconstructed images from all M87 and synthetic data sets
using all possible parameter combinations on a coarse grid in
the space of these parameters. We chose large ranges for each
parameter, deliberately including values that we expected to
produce poor reconstructions.
The parameter choices and the values surveyed vary among the

three pipelines, and the pipelines also differ in which frequency

Figure 5. The four simple geometric models and synthetic data sets used in the parameter surveys (see Appendix C for details). Top: linear scale images, highlighting
the compact structure of the models. Middle: logarithmic scale images, highlighting the larger-scale jet added to each model image. Bottom: one realization of
simulated visibility amplitudes corresponding to the April11 observations of M87. We indicate the conventions for cardinal direction and position angle used
throughout this Letter on the upper-right panel. Note that east is oriented to the left, and position angles are defined east of north.
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Stellar Mass: 6.2 x 109 Msun  
(Gebhardt et al. 2011)

4.84-

Gas Mass: 3.5 x 109 Msun  
(Walsh et al. 2013)

Black Hole: 5.2 Rs

Naked Singularity: 1 Rs 
(extremely spinning)

Black Hole: 4.84-5.2 Rs

A worm Hole: ~2.7 Rs

6.5 Billion Solar Mass Black Hole



4.84-Black Hole: 5.2 Rs

Non GR Shadow

Credit: CK Chan

Deviation from the circle < within 10% 
No significant deviations from GR 
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