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Scale and Style

Typical Tasks of Image Analysis
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Breakthrough in Image Analysis: Convolution Neural Network (CNN)

Convolution = Scan for “local” features (filtering/running average) …
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Example: technical analysis of stock trading?

2D Filters
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How many filters do we need? (by trial and error)
What are they? (by machine learning)

4 filters

Symmetry - Translation Symmetry – Scaling

CNN
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Status of Image Classification - Deep Learning (abstraction/coarse-grain/scaling)
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Phase Transition of “Landscape” and ResNet

Tom Goldstein (UMD CS)
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Special Features at Phase Transition: (RG Flow) 

Simple 2D Up/Down Magnet

Separation at Large Scale
Denoising (irrelevant details)

Scale-free (scale invariance, infinite
correlation, Renormalization Group,  
1982 Nobel Prize to Ken Wilson) 
u Big Data: 1023 !  RG Theory of Big Data Analytics?
u Monte Carlo RG/Numerical Methods
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Primary VC: 
Hi-Res: 20~50/10^6
Lo-Res: 100~200/10^6 

ML/DL
Optical/Chemical

New DL Architecture
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CNN
(Neural Style Transfer NST)
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Neural style transfer

[Images generated by Justin Johnson]

Content Style Style Content 

Generated image Generated image 
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Scale and Style - Ex1: fossil specimens as the earliest evidence of tool use in the world
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VGG-19 (meaning 19 layers in the neural network)

Simple Principal Component Decomposition (clustering) using large-scale features via VGG-
19 (meaning 19 layers in the neural network)
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ResNet-50 (50 layers)

At each layer, we construct what is called Gram matrix 
that is known to represent ”style” of a painting (such 
as Picasso or van Gogh, for example) in the 
application field termed “neural style transfer”. We 
used these “style” matrices at different scales (i.e., 
computed at different layers) to cluster wood images 
by PCA. Once again, the deep neural network, ResNet-
50, was pretrained on ImageNet of ~ 1 million labelled 
images (or supervised learning). So our clustering is 
unsupervised based on features extracted by a 
pretrained deep network.   

Conclusion: looking at the very first layer (i.e., very fine detail), difficult to separate images. 
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Conclusion: looking at the middle layer (25th layer), which may be the most suitable scale, the images are 
well clustered and separated (with only a few mixed-ups C31_1/2/3 and F28_1/2, red=used). The 
separation of used vs not-used is by the dashed line along the second principal components.

Conclusion: looking at the last layer (the largest scale), one overlapping cluster appears again, consistent 
with VGG-19 conclusion. 
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“Scale”: Overall, we think there exists a suitably defined scale  (or scales) that can separate these 
wood images to 4 distinct groups based on the “style” of the images at those scales (around 25th

layer or so in our current context of how these photos are taken). 

“Style”: is defined as Gram Matrix (2nd order correlation matrix of different filters in convolution 
neural networks). These matrices are known to represent features like texture, color, etc., that are 
widely used to transfer painting styles of various artists such as Picasso or van Gogh to one’s own 
photo. Whether these matrices are the best definition for “style” or “pattern” in the specific context 
of wooden tools is clearly debatable. 

43

Scale and Style – Ex2: Breaking detection limit of trace metabolites with machine 
learning
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But mostly in 2D – Intensity(retention time, m/z)
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Data augmentation for more complicated affine transformation?

F1 Weak Signal Detection

Andrew Ng

Our Metabolite Data:

q (4*Control + 4*Test Sample)  

q 10 Time Points

q 299 (7+47+245) metabolites for Neg_NP

Assumption: 2D images of  a real signal tend to 
be similar/ consistent among multi_samples.
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Andrew Ng

2.3 ”MetaNet”: Trace-level Signal! (文章
整理中)

? ? ?

Andrew Nghttps://arxiv.org/abs/1503.03832

Real Signal: Consistency (NOT Random)

https://arxiv.org/abs/1503.03832
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Andrew Ng

Metabolite_2 Metabolite_4

Andrew Ng51

Extended Connectivity Fingerprints (ECFPs) are 
circular topological fingerprints designed for 
molecular characterization.

Salt

Metabolite Signal Shape ßà Chemical Properties ??

Deciphering this relation will greatly facilitate
the identification of unknown metabolites!

…


