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This talk:         parasitic measurementGn
M

Data in the next slides was taken with the LHRS at Hall A

Extraction of the 
using: 

Gn
M

σ(3H)/σ(3He)

In the QE peak. 

x = 1
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This talk:         parasitic measurementGn
M

Data in the next slides was taken with the LHRS at Hall A

Data was also taken in the 
low and high side of x to  
understand the cross-sections.
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Motivation
J. Lachniet et al. (CLAS), Phys. Rev. 

Lett. 102, 192001 (2009) 

This region has ~8% discrepancy between the Anklin, Kubon data and  
the CLAS ratio and the Hall A polarized         extraction.

Q2 < 1 GeV2

GeV2

3He

LHRS data: 
0.595, 0.695, 0794, 
0.902, 0.992           
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combined in a weighted average as a function of Q2. The
final systematic uncertainty varied from 1.7-2.5% across
the full data range. The larger uncertainty on the pa-
rameterization of the TOF NDE (see Table 1) did not
push the total, weighted uncertainty above our goal of
3%. There are more calorimeter data due to its higher
efficiency and the maximum EC uncertainty was 1.5%
[9, 20].

The final, combined results for Gn
M are shown in Fig. 3

with a sample of existing data [10, 11, 26, 27, 28, 29]. The
uncertainties are statistical only. Systematic uncertain-
ties are represented by the band below the data. A few
features are noteworthy. First, the quality and cover-
age of the data is a dramatic improvement of the world’s
data set. Second, our results are consistent with previous
data, but with much smaller uncertainties. Third, the
dipole form is a good representation here, which differs
from parameterizations and some calculations at higher
Q2 where previous results for Gn

M/(µnGD) decrease with
increasing Q2 [5, 7, 8]. We note there appears to be an
offset between the low-Q2 end of our data and some ear-
lier results [11, 26] that is about twice the uncertainty of
the offset. Last, any apparent fluctuations in our results
(e.g. at 1.29 GeV2) are not significant enough to draw
any firm conclusions here.

The curves shown in Fig. 3 are from Diehl et al. [4],
Guidal et al. [5], and Miller [3] and are all constrained by
the world’s previous data. In Diehl et al. the GPDs are
parameterized and fitted to the experimental data (green
band). The curve reproduces some of the low-Q2 data,
but lies above our results. Guidal et al. use a Regge
parameterization of the GPDs to characterize the elas-
tic nucleon form factors at low momentum transfer and
extend it to higher Q2 (dashed line). The curve repro-
duces the existing, higher Q2 data (which fall well below
the dipole in the range Q2 = 6 − 10 GeV2), but is not
consistent with our results. In Miller’s calculation the
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FIG. 2: (color online). Results for Gn
M/(µnGD) as a function

of Q2 for four different measurements (two beam energies).
Only statistical uncertainties are shown.
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FIG. 3: (color online). Results for Gn
M/(µnGD) from the

CLAS measurement are compared with a selection of previous
data [10, 11, 26, 27, 28, 29] and theoretical calculations [3, 4,
5]. Numerical results are reported in the CLAS Physics Data
Base [20].

nucleon is treated using light-front dynamics as a rela-
tivistic system of three bound quarks and a surrounding
pion cloud (solid curve). The model gives a good descrip-
tion of much of the previous data even at high Q2 and is
consistent with our results.

The neutron magnetic form factor was measured in the
range Q2 = 1.0 − 4.8 GeV2 with the CLAS detector at
Jefferson Lab using the ratio of e− n to e− p scattering.
Two incident beam energies were used and systematic un-
certainties were ≤ 2.5%. Neutrons were measured with
two independent systems: time-of-flight scintillators and
electromagnetic calorimeters. Detector efficiencies were
measured simultaneously with the production data using
a dual-cell target containing 2H and 1H. The data pro-
vide a significant improvement in precision and coverage
in this Q2 range and are surprisingly consistent with the
long-established dipole form. The calculation by Miller
is in good agreement with our results.

We acknowledge the outstanding efforts of the staff of
the Accelerator and Physics Divisions at Jefferson Lab
that made this experiment possible. This work was sup-
ported in part by the Italian Istituto Nazionale di Fisica
Nucleare, the French Centre National de la Recherche
Scientifique and Commissariat à l’Energie Atomique,
the U.S. Department of Energy, the National Science
Foundation, an Emmy Noether grant from the Deutsche
Forschungsgemeinschaft, the U.K. Engineering and Phys-
ical Science Research Council, the Chilean Fondo Na-
cional de Desarrollo Cientifico y Tecnológico, and the Ko-
rean Science and Engineering Foundation. Jefferson Sci-
ence Associates operates the Thomas Jefferson National
Accelerator Facility for the U.S. D.O.E. under contract
DE-AC05-06OR23177.

LHRS Kinematics
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A pair of vertical drift chambers (VDC) determine the particle trajectory for the target
reconstruction and, coupled with the dipole, provides the momentum resolution. Then the
particles pass through a pair of plastic scintillator planes, S0 and S2m [5], which can be
used to form triggers for the data acquisition. Particle identification (PID) is provided by a
gas Cherenkov sandwiched between the scintillator planes and a two-layer electromagnetic
calorimeter. The only di↵erence between the HRS-L and HRS-R packages is that in the
second layer of HRS-R calorimeter, the blocks are oriented parallel to the particle tracks,
whereas in the HRS-L calorimeter the blocks in the second layer are oriented perpendicular
to the tracks as shown in Fig. 2.

Straw
Chamber

Figure 1: Detector package for HRS-R with three tracking chambers. The package for HRS-L
is similar; however, the calorimeter blocks are arranged di↵erently as shown in Fig. 2.

2.1 Straw Chambers

Additionally, one of the front straw chambers (SC) from the focal plane polarimeter has been
added to both detector packages. The SC is an existing detector used several times in HRS-
L. It is the only non-standard item in an otherwise traditional electron arm configuration.
A gas flow system was added in the HRS-R to acommodate the straw chamber. By using
this chamber, the plan is to resolve a long-standing problem of HRS tracking analysis whose
e�ciency of high-rate track reconstruction is less than 95% in spite of a high chamber
e�ciency of 99.5%.

Two major modifications have been made on the straw chamber detectors. First, the gas
supply system was improved to ensure that there is enough gas flow for the SCs. Second,
a modification of the low voltage power supply system was made to solve the problem of
unstable signals.

4

LHRS

Q1 Q2 D1

Q3

Detector 
Package

Detector 
Hut

Target System

Electron 
Beam

E = 2.2GeV

21.7 1.83, 1.89,1.97

23.89 1.78, 1.84, 1.91

25.95 1.73 ,1.79, 1.86

28.00 1.68, 1.73, 1.78

30.00 1.63, 1.68, 1.73

θ(∘) E′�(GeV )
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Calibrations
“For Keeping The Ph.D. Student’s On Track”
Evan McClellan (Jefferson Lab) 



1) Beamline Calibrations

(a) BPMA. (b) BPMB.

Figure 1.2: BPMs positions plotted with the positions measured by the harp scans after calibration.

data are taken simultaneously, and offline analysis is used to relate the harp positions with the
bpm signals. Additionally, the offsets are given by the background signal of the bpms when no
electron beam are passing through the hall.

BPM C1 C2 C3 C4 C5 C6

BPMA -0.8048 0.8071 0.8724 0.8100 0.0026 -0.0002
BPMB -0.6406 0.7653 0.6706 0.7263 0.0012 -0.0002

Table 1.1: BPMs calibration constants.

Figure 1.2 shows the bpms calibrated signals with respect to the harp scan values. Finally, the
transformation elements are shown in Table 1.1.

1.1.2 Raster System

The beam size is of about a hundred micrometers in the horizontal and vertical directions. There-
fore, with this small size, local overheating will be produced in the target, which will lead to the
decrement of the target density and ultimately in a luminosity decay. Hence, the raster system is
used to increase the beam spot size and it consists of two pairs of X and Y magnets.
The raster system operates at 25 kHz triangular current wave formation. It provides 98% linearity,
95% uniformity, and 1000 m/s linear sweep velocity. The X magnets are synchronized, as well
as the Y magnets, as shown in Figure 1.3. Therefore, Figure 1.4 represents the rectangular area
covered by the beam, aimed to be 2x2 mm size in this experiment.
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(a) Raster X synchronization.
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(b) Raster Y synchronization.

Figure 1.3: X and Y Raster Synchronization for the Tritium Run 3174.

The raster currents can be recorded simultaneously, however the BPMs position arrives in later
time due to the signal transmission. Therefore, there is a phase lag between the current and the
BPMs signals as it is shown in Figure 1.5.
Follow Tyler final report to complete this section.
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BPMs

BPMs positions plotted with the positions measured by the harp scans after calibration.  

Courtesy of Jason Bane
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(b) Raster 1 Y vs Raster 2 X

65000 70000 75000 80000

 Raster 1 X Current (ADC Channel)

64000

66000

68000

70000

72000

74000

76000

78000

80000

 R
a

s
te

r 
2

 Y
 C

u
rr

e
n

t 
(A

D
C

 C
h

a
n

n
e

l)

0

20

40

60

80

100

120

140

(c) Raster 2 Y vs Raster 1 X
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(d) Raster 2 Y vs Raster 2 X

Figure 1.4: Raster rectangular shape from the Current ADC channels.
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(b) Raster Target Y Position vs BPM X Target Po-
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Figure 1.5: BPM Phase lag shown in the target position measured by the BPMs and the Raster.

1.1.3 Beam Current Monitors (BCMs)

The beam current monitor system consists of a toroidal sensor (Unser), an RF cavity in the
upstream side and an RF cavity in the downstream side of the Unser, and a data-acquisition
system. The Unser has a sensitivity of 4 mV/µA [3], but the offset drifts over time. The large
offset noise vetoes the possibility of employ the Unser during all the measurements. Therefore, the

5

Courtesy of Tyler Hague

Raster Calibration
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Hague, T. Calibrating the Hall A raster (2019) 



Unser is an absolute measurement of the current used to calibrate the BCMs. These calibrations
are required periodically.
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Figure 1.6: Unser calibration using run 3305.

20000 40000 60000
dn freq. (Hz)

0

10

20

30

A
) 

 
µ

I 
u

n
s
e
r(

 / ndf 2χ  10.47 / 8

Prob   0.2337

p0        0.1092±0.001619 − 

p1       06− 2.854e± 0.0003451 

 / ndf 2χ  10.47 / 8

Prob   0.2337

p0        0.1092±0.001619 − 

p1       06− 2.854e± 0.0003451 

LEFT dnewr

0 10 20 30
A)µUnser Current (

1−

0

1

A
) 

 
µ

R
e
s
id

u
a
ls

 (

Tritium Run 3099 and 3100

Helium Run 3101

dn Residuals (Fit- Unser Current)

0 10 20 30
A)µUnser Current (

20−

10−

0

10

20

d
n

 R
e
la

ti
v
e
 R

e
s
id

u
a
ls

 (
F

it
-v

a
lu

e
)/

F
it

*1
0
0
 (

%
) 

Tritium Run 3099 and 3100

Helium Run 3101

dn Residuals (Fit- Unser Current)/Fit*100 (%)

0 10 20 30
 Time (Minutes)

1−

0

1

A
) 

 
µ

R
e
s
id

u
a
ls

 (

Tritium Run 3099 and 3100

Helium Run 3101

dn Residuals (Fit- Unser Current)/Fit*100 (%)

Figure 1.7: dnew calibration.

6

BCM  

9

dnew signal was used to measure the charge. 



The Unser is calibrated by sending a known DC current through the wire that passes inside of
the toroids with a current source. The Keithley Precision DC low noise current source, model
6220, is located in the Counting House and is used for the calibration. Figure 1.6 shows the Unser
calibration using run 3305. The Unser calibrations are performed in any oportunistic event that
no beam was sent to tha Hall.
The BCMs response is linear with respect to the current. In the BCMs calibration, a set of
electron beam currents is used to calculate the linear dependence. The limit in the current for the
calibration and data production was 22.5 µA.
Therefore, using the calibration of the Unser obtained previously, the absolute value of current
can be calculated. Using the absolute value, the linear response of the bcm can be calculated, as
shown in Figure 1.7.
The downstream monitor was used for the charge and current measurements in this analysis,
specifically the signal dnew, since it was linear from 1-100 µA, and the set of currents used in this
experiments lay in this range.

1.1.4 Energy Measurement

The energy measurement is performed using the Arc energy method. This measurement is done
in the Arc, using the nine dipoles that are connected in series. It relates the energy with the field
integral of the ninth dipole and the bend angle of the arc,

E = k

R
~B · d~l
✓

(1.3)

where k = 0.299792 GeV rad T�1
m

�1/c,
R
~B · d~l is the field integral and ✓ is the bend angle.

Equation 1.3 is just the leading order term, higher order terms are added in full calculations.

Figure 1.8: LHRS Energy for each run number

In the run files the beam energy is read from epics and this value is based on the 6 GeV calibrations.
The ARC energy measurements have shown a systematic scale factor between the actual beam
energy and the 6 GeV era epics value. The scale factors are summarized in Table 1.1.4,taken from
[4], for each energy pass used in the Tritium set of experiments. The spring data was taken at first
pass with an average energy of 2.222 GeV after applying the scaling factor, 1.002.

7

Energy

• Due to the high rates: Only one run per target in each kinematic. 
• Energy values were taken from the average root files values (HALLA_p) with I > 5 mA  and  

coming from the  arc measurement. 
• The energy values are corrected by the scaling factor of 1.002 given by: 
     ENERGY MEASUREMENT: Courtesy of Douglas Higinbotham 
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2) Optics

where N is the total number of particles being analyzed. This optimization is done for the four
target variables, where y(✓,�, �)0 is the expectation value for each variable.
Furthermore, the BPM and raster (xbeam and ybeam) information after being calibrated is necessary
in order to reconstruct the reaction vertex variables at the target. Particularly, three frequent
variables used in the analysis are given by,

zreact = �(ytg +D) cos(�tg)
sin(✓0+�tg)

+ xbeamcot(✓0 + �tg)

ysieve = ytg + Ltan(�tg)
xsieve = xtg + Ltan(✓tg)

(1.15)

where L and D are shown in Figure 1.13, xsieve and ysieve are the horizontal and vertical positions
at the sieve plane, and zreact is the reaction location along the beam direction.

1.2.4 Optics Checkup

The use of the optics matrix elements obtained by the E12-01-108 calibration requires a data
quality check of the target variables reconstruction in the present data analysis. Several checks
were done and this section presents a brief summary of the results.
First, elastic 1

H data was taken at all the angles that the measurement was done. The distribution
of the target variables for this set of data should be sharp and smooth. In this regard, Figures 1.15
and 1.16 show how the optics matrix is capable of reconstructing the 1

H data for the run 3118 at
a beam energy of 2.222 GeV at an angle of 25.952�, this reconstruction is reproducible for all the
angles.
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Figure 1.15: 1H elastic target variables for run 3118 with an electron energy of 2.222 GeV and
scattering angle of 25.952�.

Second, the zreact distribution for the multiple foil target at the same kinematics than Figures 1.15
and 1.16 is shown in Figure 1.17, which is also plotted with respect of the non-dispersive angle.
There were a total of 11 foils in the target and they can be clearly seen and distributed along the
reaction vertex. The distribution is also consistent for all the scattering angles used in the analysis.
Finally, the single carbon distribution for ytg and zreact for two different kinematics are shown in
Figure 1.18. A gaussian fit is done to measure the center of the distribution, which represents the
center of the target in the TCS and the HCS. If everything is consistent, there should not be angle
dependence for the center of the target and Figure 1.19 shows the mean value for ytg and zreact
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Figure 1.16: 1H elastic focal plane variables for run 3118 with an electron energy of 2.222 GeV and
scattering angle of 25.952�.

at the different angles, where the error bars represent the standard deviation of the fit. ytg shows
clearly and independent behavior from the scattering angle. As a conclusion, the E12-01-108 optics
matrix is suitable for the present analysis.

1.3 Detectors Calibration

The detector package located after the particle has passed through the HRSs require specific
calibrations that are used by the analyzer to reconstruct the events and the physics variables. This
section introduces the summary of the calibrations done in the different detectors and the stability
of the calibrations during the run period.

1.4 Vertical Drift Chambers (VDCs) Calibration

A standard trajectory of a particle will induced an avalanche or particles that will reach the VDC
wires, ideally they will be detected in five wires. These signals are amplified, discriminated and
used to start a multi-hit TDCs, which are finally recorded in the trigger event. The five points
are fit linearly to determine the cross over point in the VDC plains, and the points are used to
reconstruct the trajectory of the particle [8].
The raw TDC signals shown in Figure 1.20 for each trigger are taken using the common-stop mode.
Therefore, the maximum channel in the spectrum represents a shorter drift time and the minimum
channel is the maximum time.
The procedure to calibrate the TDC signals consists in calculating the timing position (t0) for
each wire, the TDC spectrum for the uncalibrated signals is shown in Figure 1.21, in order to
match this position for all the TDC wires. Therefore, the maximum slope of the shoulder of the
signal is located and the intersection of this line with the drift-time axis will correspond to t0. The
calibrated TDC spectrum is shown in Figure 1.22 and the distribution for each wire in Figure 1.23.
This distribution was consistent during the complete run period.
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Figure 1.22: Calibrated time from VDCs chambers for 3H in run 3106.
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Figure 1.23: Raw time spectrum from VDCs wires for 3H in run 3106.

and the alignment of the Single PhotoElectron (SPE) peak distribution to combine the 10 signals
is required. The SPE distribution corresponds to the response of the PMT to a single photon, as
it is shown in Figure 1.27 for the sum of the 10 PMTs signals after the calibration. The electron
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Figure 1.26: ADC Energy peak from the calibrated signal of the s2R paddles.
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Figure 1.27: Cherenkov ADC signal after calibration.

1.7 Calorimeters

The lead glass calorimeters are energy absorbents that are used to calculate the total energy of
the particles that pass through the detector.
The particle that passes through the detector produces a shower of particles that are collected in
the PMTs attached to each glass block. The algorithm to calibrate the calorimeters is based in a
cluster reconstruction [10]. The central block of the cluster is identified by projecting the VDC
track to the calorimeter and selecting the block with matching physical coordinates and maximum
ADC signal, where the adjacent blocks will be part of the cluster. The ADC signal from the cluster
is converted to energy using,

E =
NX

0

Ei =
NX

i=1

Ci ·Ai (1.17)
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coefficients such that the energy deposited will correspond to the momentum of the particle passing
through, in this case, the electron momentum.
The algorithm used to calculate the gain coefficients of each block uses the minimization of the �

2,
calculated as

�
2 =

NX

i=1

✓ AX

j=1

CjA
i

j
+

BX

k=1

CkA
i

k
� P

i

◆2

(1.18)

where i corresponds to the sum over all the events, and for each event the sum of the signals
from the cluster blocks of the prl1 j(A) and prl2 k(B) signals, which will add up to the particle
momentum Pi. Figure 1.30 shows the distribution of the Energy along the track x plane position,
and as a sum.

(a) E/P distribution along the prl2 tr x.

(b) E/P distribution.

Figure 1.30: E/P distributions in (a) the prl2 trx plane and (b) in one-dimensional plot, for 3H in
the run 3106.
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3) Tracking

4) Cherenkov 5) Pion Rejectors
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|dq|<0.035 
|df|<0.035

cer_sum > 1500 
E/p > 0.7 
1 Track

16

Reaction Vertex

0 0.01-0.01



Overlapping Kinematics

17

Yi
el

d



MC Comparison

0.05− 0.00 0.05
θ 

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07
 L28-PK, Helium3

Data
MCDATA/MC = 1.014

0.04− 0.02− 0.00 0.02 0.04
φ 

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.05− 0.00 0.05
 dp

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09 

0.05− 0.00 0.05
 y

0.00

0.01

0.02

0.03

0.04

0.05

0.06

18



Data vs MonteCarlo
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• Need from theory friends
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5

combined in a weighted average as a function of Q2. The
final systematic uncertainty varied from 1.7-2.5% across
the full data range. The larger uncertainty on the pa-
rameterization of the TOF NDE (see Table 1) did not
push the total, weighted uncertainty above our goal of
3%. There are more calorimeter data due to its higher
efficiency and the maximum EC uncertainty was 1.5%
[9, 20].

The final, combined results for Gn
M are shown in Fig. 3

with a sample of existing data [10, 11, 26, 27, 28, 29]. The
uncertainties are statistical only. Systematic uncertain-
ties are represented by the band below the data. A few
features are noteworthy. First, the quality and cover-
age of the data is a dramatic improvement of the world’s
data set. Second, our results are consistent with previous
data, but with much smaller uncertainties. Third, the
dipole form is a good representation here, which differs
from parameterizations and some calculations at higher
Q2 where previous results for Gn

M/(µnGD) decrease with
increasing Q2 [5, 7, 8]. We note there appears to be an
offset between the low-Q2 end of our data and some ear-
lier results [11, 26] that is about twice the uncertainty of
the offset. Last, any apparent fluctuations in our results
(e.g. at 1.29 GeV2) are not significant enough to draw
any firm conclusions here.

The curves shown in Fig. 3 are from Diehl et al. [4],
Guidal et al. [5], and Miller [3] and are all constrained by
the world’s previous data. In Diehl et al. the GPDs are
parameterized and fitted to the experimental data (green
band). The curve reproduces some of the low-Q2 data,
but lies above our results. Guidal et al. use a Regge
parameterization of the GPDs to characterize the elas-
tic nucleon form factors at low momentum transfer and
extend it to higher Q2 (dashed line). The curve repro-
duces the existing, higher Q2 data (which fall well below
the dipole in the range Q2 = 6 − 10 GeV2), but is not
consistent with our results. In Miller’s calculation the

2.6 GeV, TOF neutrons
2.6 GeV, EC neutrons
4.2 GeV, TOF neutrons
4.2 GeV, EC neutrons

2 (GeV/c)2Q
1 1.5 2 2.5 3 3.5 4 4.5 5

  D
 G n

µ/n M
G

0.4
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3 

FIG. 2: (color online). Results for Gn
M/(µnGD) as a function

of Q2 for four different measurements (two beam energies).
Only statistical uncertainties are shown.
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FIG. 3: (color online). Results for Gn
M/(µnGD) from the

CLAS measurement are compared with a selection of previous
data [10, 11, 26, 27, 28, 29] and theoretical calculations [3, 4,
5]. Numerical results are reported in the CLAS Physics Data
Base [20].

nucleon is treated using light-front dynamics as a rela-
tivistic system of three bound quarks and a surrounding
pion cloud (solid curve). The model gives a good descrip-
tion of much of the previous data even at high Q2 and is
consistent with our results.

The neutron magnetic form factor was measured in the
range Q2 = 1.0 − 4.8 GeV2 with the CLAS detector at
Jefferson Lab using the ratio of e− n to e− p scattering.
Two incident beam energies were used and systematic un-
certainties were ≤ 2.5%. Neutrons were measured with
two independent systems: time-of-flight scintillators and
electromagnetic calorimeters. Detector efficiencies were
measured simultaneously with the production data using
a dual-cell target containing 2H and 1H. The data pro-
vide a significant improvement in precision and coverage
in this Q2 range and are surprisingly consistent with the
long-established dipole form. The calculation by Miller
is in good agreement with our results.
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the U.S. Department of Energy, the National Science
Foundation, an Emmy Noether grant from the Deutsche
Forschungsgemeinschaft, the U.K. Engineering and Phys-
ical Science Research Council, the Chilean Fondo Na-
cional de Desarrollo Cientifico y Tecnológico, and the Ko-
rean Science and Engineering Foundation. Jefferson Sci-
ence Associates operates the Thomas Jefferson National
Accelerator Facility for the U.S. D.O.E. under contract
DE-AC05-06OR23177.

LHRS Kinematics

Future Work:

• Pin down the systematics uncertainties of the measurement


• Find a good theory that can reproduce the cross-sections results 

‣ Noemi Rocco and Alessandro Lovato (Argonne National Lab) are already  

working on them.

‣ Look into Saori Pastore (Washington University in St. Louis) work.


• Perform this careful analysis with the RHRS kinematic data available. 
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