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ReadEvents.cc



New clas12reader class

region_particles
= particle + 
associated detector info

Seperate class for regions:
FT, FD, CD





Only need to loop over
Particle!



Example data analysis (I)





Hipo4 Loops
Just reader.next() 1.4s

  + read(event) 1.6s
  + getStructure(PART) 1.6s

+ all DST banks 1.7s
  +sort(particle detectors) 1.8s

+analyse 1.9s

*previous Hipo3 event gave ~2.3s for sort 
** this was for files already in file 
buffer cache!

Full Reconstructed data file
1 File 1.7G; 48k events



Hipo4 Loops
Just reader.next() 1.4s

  + read(event) 1.7s
  + getStructure(PART) 1.8s

+ all DST banks 2.7s
  +sort(particle-detectors) 3.7s

+analyse 5.9s

*previous Hipo3 event gave ~16s for sort
** this was for files already in file 
buffer cache!
 

DST data file
1 File 2.2G = 26 actual files; 1.25M events



ROOT Loops on 1.21M events
Just tree.GetEntry()(all banks) 38s (2.7s)

  SetBranchStatus(REC::Particle,1) 6s (1.8s)

** this was for files already in file buffer cache!



FILE HDD SSD BUFFER
CACHE

Nick 
SSD?
Buffer?

Nick
SSD?
Buffer?

My ROOT
NOT 4152

44s 44s 38s

dst2root
conversion
458secs

58s 37s 32s 32s

C++
hipo4

26s 9s 4s

Java
hipo4

*12s
Sort?

Read Speed for Run 4152, on my laptop
Include pindex sort for Hipo file (fair comparison)

For dst2root see Nick Tyler’s presentation
https://clas12-docdb.jlab.org/DocDB/0003/000350/001/dst2root.pdf

dst2root missing TRCK, TRAJ,.. banks



Read
/volatile

Read
/cache

Read
/scratch

Read
buffer

Hipo4
2.2Gb

33s 21s 36s 19s

dst2root
1.8Gb
No TRCK,
TRAJ

?160?s 60s 75s 50s

Indicitive values, there is a lot of fluctuation in some cases
 Not accounted for buffer cache on lustre server

Rates vary a lot when doing the same thing on different days
Rates very different on different hardware
Hipo results relatively consistent
Needs redone with ~100Gb of data

And on ifarm

1000s
Conversion
time



Experimental::HipoHist

Parse strings into compiled C++ code

Use clas12reader for histogramming particle info

e.g can draw time versus momentum, calculated mass.

Currently includes :

1D, 2D, Cuts, Formula, Chains, Lazy execution 

ParticleHist
Correlated particle – detector information

BankHist
Fast draw of individual bank items



timer     : Real Time =   2.22 seconds Cpu Time =   2.22 seconds

 TFile *_file0 = TFile::Open("REC25.root");
 auto tree=(TTree*)_file0->Get("hipo2root");
 tree->Draw("REC_Particle_px>>
           (1000,-5,5)","REC_Particle_px!=0");

 

Compare ROOT::TTree::Draw()

1.21M events

* with RdataFrame = 1.43s



ParticleHist hists("clas_004152.recon.hipo");
hists.Hist1D("PBANK.Px",1000,-5,5,"PBANK.Px")->Draw("");

 NOTE 2s compilation overhead to be added on 
loop time : Real Time =   4.07 seconds Cpu Time =   4.07 seconds

Compare HIPO::ParticleHist::Draw()

1.25M events



BankHist hists("clas_004152.recon.hipo");
hists.Hist1D("REC::Particle::Px",1000,-5,5,

"REC::Particle::Px")->Draw("");

 NOTE 2s compilation overhead to be added on 
loop time : Real Time =   1.84 seconds Cpu Time =   1.84 seconds

Compare HIPO::BankHist::Draw()

1.25M events



ParticleHist hists("clas_004152.recon.hipo");
hists.Hist1D(“sqrt(PBANK.Px*PBANK.Px+PBANK.Py*PBANK.Py+

PBANK.Pz*PBANK.Pz)",1000,0,5,"PBANK.Px")->Draw("");

 NOTE 2s compilation overhead to be added on 
loop time : Real Time =   4.63 seconds Cpu Time =   4.63 seconds
  ROOT::Ttree::Draw ~7s

Compare HIPO::ParticleHist::Draw()

1.27M events



1.2M events Standard read/sort ~ 3.7s
With 1 histogram Draw no cuts ~ 4s

In interactive ROOT 

ParticleHist hists(“my/hipo/file.hipo”);
hists.Hist1D("P.Theta*TMath::RadToDeg()",180,0,180);
hists.Hist1D("P.Phi*TMath::RadToDeg()",180,-180,180);
hists.Hist1D("P.P",100,0.1,12);
hists.Hist1D("P.Time-EVNT.StartTime",1000,-200,200,"P.Time")

->Draw("(2x2)");

 while(c12.next()==true){
for(auto& p : *particles){
  if((p->getTime()))hists->at(3)->Fill((p->getTime())-

(c12.head()->getStartTime()));
  if(1)hists->at(2)->Fill((p->getP()));
  if(1)hists->at(1)->Fill((p->getPhi())*TMath::RadToDeg());
  if(1)hists->at(0)->Fill((p->getTheta())*TMath::RadToDeg());
}

  }

Becomes ...

ParticleHist parser



Particle hists, 1.27M events
Cut on Pid

ALL

e-

proton

Time = 5.6s



Time = 4.8s 

2D Theta versus phi, 1.27M events
Cut on Pid

e- e+  γ proton

 π+  π- K+ K-



Experimental::HipoTreeMaker
Create a Ndim tree rather than histogram

Time 13s 0.18Gb

Includes filters on particle conditions
Or event condition (Nelectrons etc)



HipoSelector and PROOF

Run multicore with 
ROOT-PROOF

Similar to TChain based
TSelector

Data access via clas12reader

Splits data on hipo::records

Run in interactive ROOT



PyROOT

But why would you ?  Time 20s (python is slower)

Can be used with HipoHist/Tree with no time penalty



HSScheme

MesonEx AnalysisTools 25

HSDATA
Base Data 
Reader
EventInfo
RunInfo
ROOTReader
LundReader
EventWeights
EventBinning

HSFINALSTATE
Event Processing
Topologies
Combitorials
Cuts
Ntuple creation

HSMVA
Classification
Regression 

HSEXPERIMENT
CLAS12   
HipoReader ...
Particle
EventInfo
RunInfo
Default Cuts
Trigger

HSFIT
RooFit EML
RooStats
Acceptance Correction
Uncertainties
Sweights
Fit Validation (TOYMC)
MCMC

? HSSELECTOR
Data Processing
Multicore (PROOF)
Histogramming

HSSkeleton
HSFinalState
HSFIt
Code generator

JUPYTER
ROOTBooks
PyROOT

CLAS12TOOL

HSDF
ROOT::RDataFrame
Histogrammer
Data splitter



Summary

New hipo4 c++ library is working well

For reading full CLAS12 DSTs (IN BUFFER CACHE)
HIPO4 ~ 4x faster than HIPO3
HIPO4 ~ 2-10(!)x faster than ROOT file

Additional clas12reader class correlates particle
and detector information (No additional loops required!)
Can be embedded in any ROOT based analysis scheme

Experimental 
HipoDraw can perform operations similar to TTree::Draw and RDataFrame
Scales very well for multiple branch histograms

HipoTreeMaker can skim and filter Hipo file into simple ROOT trees

HipoSelector can be used to run multi-core with PROOF

What else is needed ?
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