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Latest developments… 

Very intense 4-month period: 
§ Major improvement of reconstruction speed (x3)  
§  Important upgrades to CLARA to improve performances when 

using full nodes 
§  Several fixes in algorithms and geometries leading to 

significantly better reconstruction performances  
§  Increased flexibility in reconstruction configuration 
§  Important upgrades to handle new bit-packed fADC and MM raw 

data 
§  Implementation of analysis trains 
§  Development of new simulation software distribution for easy-

deployment on offsite computing resources 
§  Analysis tools weekly meetings started 
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Planned vs. Achieved 
From the July meeting presentation: 
 

During the  next 6 months: 

§  Support to preparations for the fall-winter data taking 
  

§  Improvement/completion of reconstruction software 
  

§  Tuning/speed-up/portability of simulation software 
  

§  Development of analysis framework and tools 
  

§  Support to the First Experiment data processing (calibration, 
reconstruction, analysis, …) 

  
§  Documentation 
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Planned vs. Achieved 
From the July meeting presentation: 
 

During the  next 6 months: 

§  Support to preparations for the fall-winter data taking 
✓ Road dictionary, bit-packing, … 

§  Improvement/completion of reconstruction software 
~ Certainly improved but not yet complete 

§  Tuning/speed-up/portability of simulation software 
✓ Presentation today and demonstration on Friday 

§  Development of analysis framework and tools 
✓ Trains runs successfully for DNP analysis, tools development continues 

§  Support to the First Experiment data processing (calibration, 
reconstruction, analysis, …) 
✓ Ongoing 

§  Documentation 
✗ Still inadequate 
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Improving reconstruction 
§  Each of the reconstruction packages 

has been debugged and tested but we 
can reasonably expect to have still a lot 
of room for improvements: 
－ more efficient or performing 

algorithms 
－ more robust, fast and maintainable 

software implementations 
－ …and keep searching for and 

getting rid of bugs 
§  How? 

－ Need input from ongoing analyses of 
both simulated and real data to 
understand what the possible 
problems are and what the priorities 
should be 

§  When? Now! 
－ Needed to define work plan for next 

months in reconstruction 
development to be ready for pass1 
processing 

－ Need quantitative information from 
analyzers and availability to repeat 
the studies when the source of the 
problem is found and fixed 
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Documentation 

§  Still behind in updating/
completing documentation 

§  List of links from the CLAS12 
page recently cleaned up to 
remove obsolete information 
but still to be better organized 

§  More coatjava/reconstruction 
documentation coming 

§  New forum at: 
https://clas12.discoursehosting.net 

§  Help from Collaborators: 
－ Use the forum to document 

issues and solution 
－ Get involve in writing 

documentation 
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Computing resources 
§  New estimates of computing resources to 

process CLAS12 data based on improved 
reconstruction processing speed: 
－ Reconstruction of 2018-2020 data expected 

to take approximately 14 months on our 
current farm allocation, not including tape 
access or inefficiencies 

－ Factor two contingency to be “used 
well” (currently we have a 9 months backlog) 

§  Disk space currently needs to be expanded to 
support processing of multiple data sets: 
－ Estimated data volumes from 2018-2020: 

•  DSTs: 340 TB (to cache/tape) 
•  Skims: 78 TB (2 versions, each <10% of 

DSTs) 
•  Calibration and data monitoring: 150 TB 

assuming two data sets actively being 
calibrated in parallel 

•  File staging: 100 TB 
•  Users: 50 TB 
•  Total work area needed:  330 TB with 

respect to 130 TB currently available 
－ Request for increase presented to SciComp 

§  Estimates being refined in view of JLAB 12 GeV 
software and computing review scheduled for 
November 27-28 2018 
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https://www.jlab.org/Hall-B/secure/claschair/software/
CLAS12_computing_2018-2020.pdf 



Software review 

§  JLAB 12 GeV software and computing review scheduled for 
November 27-28 2018 

§  Hall B/CLAS12 scheduled to give two talks: 
－ Overview and Progress (Stepan): schedule for next 5 years, path 

to publication, computing requirements, etc...  
－ Deep Dive (Raffaella, Graham): software status, software 

organization, recent successes, etc...  
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Work plan for next months 
§  Detailed list of software task being 

reviewed on a weekly basis 
§  Main tasks for next months: 

－ Upgrade to HIPO4 
－ Continue reconstruction performance 

assessment and improvement 
－  Implement geometry manager for 

coherent and efficient loading of all 
CLAS12 detector geometries 

－ Reconstruction monitoring  and 
online reconstruction 

－ Extend functionalities of analysis 
trains and tools 

－ Continue support for running 
simulation offsite 

－  Improve data processing workflow 
－ Continue support to ongoing or 

future data taking 
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Session agenda 
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+Workshop on Friday! 


