
Dennis V. Perepelitsa 
University of Colorado Boulder

Progress in 
hard probes of 
small collision 

systems

8th Workshop of the APS Topical 
Group on Hadronic Physics 

Denver, CO 
12 April 2019

material from:  
Hard Probes ’18 Student Day Lecture 

Electron Ion Collider Users Group Mtg ’18 Plenary

https://indico.cern.ch/event/634426/contributions/3117678/attachments/1725216/2786574/dvp-HP18-StudentLecture-10-30-18.pdf
https://userweb.jlab.org/~hornt/EICUGM2018/dvp-EICUG-pAOverview-8-1-18.pdf


nCTEQ, hep-ph/
1509.00792

13

Figure 5: �2 function relative to its value at the
minimum, ��

2 = �
2 � �

2
0, plotted along the 16 error

directions in the eigenvector space, z̃2i . We display the
true �

2 function (solid lines) and the quadratic
approximation given by Hessian method ��

2 = z̃
2
i

(dashed lines). The eigenvector directions are ordered
from the largest to the smallest eigenvalue.

present for the {u, d} PDFs. On the other hand, the A-
dependence of {uv, dv} distributions is reduced relative
to the other flavor components.

Finally, Figs. 7 and 8, show our nPDFs (fp/Pb) for a
lead nucleus together with the nuclear correction factors
at the input scale Q = Q0 = 1.3 GeV and at Q = 10 GeV
to show the evolution e↵ects when the PDFs are probed
at a typical hard scale. We have chosen to present results
for the rather heavy lead nucleus because of its relevance
for the heavy ion program at the LHC. In all cases, we
display the uncertainty band arising from the error PDF
sets based upon our eigenvectors and the tolerance crite-
rion. It should be noted that the uncertainty bands for
x . 10�2 and x & 0.7 are not directly constrained by
data but only by the momentum and number sum rules.
The uncertainty bands are the result of extrapolating the
functional form of our parametrization into these uncon-
strained regions.

Some comments are in order:

• As can be seen from Fig. 7 (a), our input gluon is
strongly suppressed/shadowed with respect to the
free proton in the x . 0.04 region. In fact, it has a
valence-like structure (see Fig. 7 (b)) which van-
ishes at small x. Consequently, the steep small
x rise of the gluon distribution at Q = 10 GeV
(see Fig. 8) is entirely due to the QCD evolution.

Figure 6: nCTEQ15 bound proton PDFs at the scale
Q = 10 GeV for a range of nuclei from the free proton

(A = 1) to lead (A = 208).

However, we should note that there is no data con-
strints below x ⇠ 0.01 and the gluon uncertainty
in this region is underestimated. In addition, our
gluon has an anti-shadowing peak around x ⇠ 0.1
and then exhibits suppression in the EMC region
x ⇠ 0.5. However, the large x gluon features wide
uncertainty band reflecting the fact that there are
no data constraints.

• In our analysis we determine the ū+ d̄ combination
and assume that there is no nuclear modification
to the d̄/ū combination (see Sec. II and Table V).
As a result the ū and d̄ PDFs are very similar, the
small di↵erence between the two comes from the
underlying free proton PDFs.

• In this analysis we do not fit the strange distribu-
tion but relate it to the light quarks sea distribu-
tion, see Eq. (2.7). As a result the strange quark
distribution is very similar to the ū and d̄ distribu-
tions.

L

Transverse momentum 
broadening from Fermilab
Drell-Yan experiments

Quark-Gluon 
Dynamics

• Struck quark emits gluons in vacuum because of confinement 
• In nuclear medium, multiple scattering will stimulate additional gluon radiation, 

predicted to vary as L2

• Gluon radiation creates dE/dx that can be connected to transverse momentum 
broadening (an experimental observable): 
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universal nPDF 
picture

dynamical pictures of “cold 
nuclear matter” effects
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context for A+A program
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ATLAS | < 2.1y| = 0.4 jetsR tkanti-

arXiv:1805.05635

Run 1 LHC data
2015 LHC data 

(3x-4x more in 2018?)

Ejet = 1 TeV at y~0 
xA ~ 0.4 (EMC region!)

!3
need precise constraints from p+A… (also for HF…)

0 10 20 30 40 50 60 70
 (GeV/c)

T
p

0

0.2

0.4

0.6

0.8

1

1.2

AA
R

γdirect 
-jetb

jet
±h

sPHENIX MIE 2018

 = 197/pbp+pL
 = 110B0-20%

evtN

0-20% Au+Au

Au+Au @ RHIC-sPHENIX, 
Ejet = 60 GeV at y~+0, xA ~ 0.6

https://arxiv.org/abs/1805.05635


EPPS16 reweighted with CMS dijet Rnorm.
pPb (in cubic–quadratic approx.)
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Evidence for small-x gluon shadowing and mid-x antishadowing
Similar findings have been reported with the LHC heavy-flavour production
[Kusina et al., arXiv:1712.07024]

Gluon antishadowing uncertainty approximately halved
Preference for deep gluon shadowing and an EMC slope, but uncertainties still large
: Need additional small- and large-x gluon probes

.
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Figure 3: The ratio of pPb to pp hdijet spectra compared to NLO pQCD calculations with
DSSZ [18] and EPS09 [14] nPDFs, using CT14 [57] as the baseline nucleon PDF. The red boxes
indicate systematic uncertainties in data and the height of the NLO pQCD calculation boxes
represent the nPDF uncertainties.
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hard probes 
data in a global 

nPDF picture
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Isolated photon cross-section in p+Pb
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nucl-ex/1903.02209

• Broad measurement (pT = 20-500 GeV) of isolated photon production 
➡ as in pp, under-prediction by NLO calculations (w/ nuclear effects) 

• Total uncertainty as low as ~3% (!)

forward (p-going) backward (Pb-going)
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“cold nuclear matter” dynamics
partons before and/or after hard scattering interacting 

with gluon-dense nucleus

1. parton-gluon interactions before 
hard scattering (initial state E-loss)

3. forward mono-jet production 
(parton in proton interacts 

coherently with saturated gluons)

2. interactions after 
scattering (kT broadening, 

Δɸ decorrelation)
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forward “mono-jet” production
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FIG. 4: (color online). JdA versus xfrag
Au for peripheral (60–

88%) and central (0–20%) d+Au collisions at
√
sNN = 200

GeV. The statistical error bars and systematic uncertainty
boxes are the same as in Fig. 3. Above xfrag

Au > 10−3, some

data points were offset from their true xfrag
Au to avoid overlap.

The leftmost point in each group of three is at the correct
xfrag
Au .

Because the fragmentation hadrons on average carry a
momentum fraction ⟨z⟩ < 1, xfrag

Au will be smaller than
⟨xAu⟩. Based on previous studies by PHENIX at midra-
pidity, the mean fragmentation ⟨z⟩ is expected to be be-
tween 0.5-0.75 [22]. In general the theoretical extrac-
tion of xAu from the measured pT and η will differ from
the leading order QCD picture of 2→2 processes used
above. Also, at modest pT ’s the interpretation of the
measured correlation functions as high energy 2→2 par-
ton scattering accessing low x may be limited by con-
tributions from processes with small momentum transfer
Q2. Future theoretical analysis will be necessary to eval-
uate these and other contributions from different nuclear
effects [4–10] on the observed large suppression in JdA.
These analyses could additionally be complicated by the
presence of hadron pairs originating from multiparton in-
teractions [23] that might not probe gluon structure at
low xAu.
In summary, measurements of the inclusive π0 yield

at forward rapidity, of the back-to-back correlated yield
of cluster-π0 pairs in the forward-rapidity region, and of
the correlated yield of forward-rapidity π0’s with midra-
pidity π0’s or hadrons in p+p and d+Au collisions at√
sNN = 200 GeV were presented. The correlated yields

of back-to-back pairs were analyzed for various kinematic
selections in pT and rapidity. The forward-central pair
measurements show no increase in the azimuthal angular
correlation width within experimental uncertainties. The
correlated yield of back-to-back pairs in d+Au collisions
is observed to be substantially suppressed relative to p+p
collisions with a suppression that is observed to increase
with decreasing impact parameter selection and for pairs

probing more forward rapidities.
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dramatic effects in        
d+Au at RHIC: 

STAR forward di-hadron Δɸ
centralperipheral

PHENIX ratio of 
central-forward per-
trigger hadron yields
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forward di-jets at LHC
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FIG. 1. Broadening of distributions in p-Pb collisions vs p-p collisions for di↵erent sets of cuts imposed on the jets’ transverse
momenta. The plots show normalized cross sections as functions of the azimuthal distance between the two leading jets, ��.

saturation e↵ects, but it also takes into account sub-leading corrections to the linear term: the kinematic constraint,
DGLAP-type non-singular terms and contribution from quarks. The KS gluon distribution in the proton was fitted to
proton’s structure function data as measured at HERA [36] and the distribution in lead was obtained by modification
of the target radius, which is one of the parameters in the equation. Calculation of all TMDs in full generality
is currently beyond reach. What is possible, however, is to determine them from the KS gluon in a mean-field
approximation, which assumes that all the colour-charge correlations in the target stay Gaussian throughout the
evolution. Such an approach was adopted in Ref. [19] and we use the TMDs determined there to calculate observables
presented in this work.

RESULTS

Fig. 1 shows normalized cross sections as functions of �� in p-p and p-Pb collisions. The three panels correspond
to three di↵erent cuts on the transverse momenta of the two leading jets: 28 < p1T , p2T < 35 GeV, 35 < p1T <
45 and 28 < p2T < 35 GeV, and 35 < p1T , p2T < 45 GeV . Both jets are selected in the forward rapidity region,
2.7 < y1, y2 < 4.0, and they are defined with the anti-kT jet algorithm with the radius R = 0.4. The points with
error bars represent experimental data from Ref. [3]. It is important to note that the experiment did not measure the
cross sections. The experimental points represent the number of two-jet events normalized to the single jet events,
as a function of ��. It is not possible to calculate the single inclusive jet cross section from our formalism using the
information available in Ref. [3]. Therefore, we investigate only the shape of the experimental curves and prove that
they contain valuable information.

Theoretical predictions obtained in our framework are shown as the red bands for p-p collisions, and the blue bands
for p-Pb collisions. The Sudakov resummation described earlier has been included in the predictions. In each case,
the width of the band comes from variation of the factorization and renormalization scale by the factors 1/2 and 2,
and is interpreted as theoretical uncertainty. For each set of cuts, the normalization of our predictions was determined
from a fit to p-p data. The same value was then used for p-Pb predictions. In the individual panels, we plot the data
and the predictions for both p-p and p-Pb. The latter was shifted by a constant value determined from the data by
subtracting the p-Pb and the p-p result in the right-most bin. By representing the results that way, we see in Fig. 1
that the �� distributions are broader in the case of p-Pb with respect to p-p collisions. In our framework, such a
broadening comes from non-linear evolution of the initial state.

We observe that our predictions describe the shape of the experimental curves well, within the experimental and
theoretical uncertainties, across all jet cuts and in the entire range of��. We emphasize that this is a highly non-trivial
consequence of the two components present in our theoretical framework: gluon saturation at low x and Sudakov
resummation.

To test the robustness of our predictions, and to verify which elements of the theoretical framework we use are
essential, we performed several alternative calculations. In the first one, we switched o↵ the Sudakov resummation.

nucl-ex/
1901.10440

hep-ph/ 
1903.01361

Suppression of 
conditional yield

Δɸ matched to 
theory calcs. which 
include saturation
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Figure 5. Nuclear modification factor RpPb as a function of pT for prompt D0 meson production
in the (left) backward data and (right) forward data, integrated over the common rapidity range
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[JHEP 1710 (2017) 090]
Heavy-flavour production data from LHCb
[JHEP 1710 (2017) 090] seem to suggest significant
amount of shadowing at small x

. . . as seen also in a recent reweighting study
[Kusina et al., arXiv:1712.07024]

based on a coefficient function fitting method
[Lansberg and Shao, EPJ C77 (2017) 1], which
uses 2!2 kinematics
. . . does not take into account the high-x tail,
which was found to be important in a
general-mass variable flavour number
(GM-VFNS) approach [Helenius and
Paukkunen, JHEP 1805 (2018) 196]

In a new SACOT-mT scheme of GM-VFNS [Helenius and Paukkunen, JHEP 1805 (2018) 196],
one can compute HF spectra down to pT = 0 with arbitrary scale choices

Sizable theory uncertainties at low pT (scale choice, fragmentation variable ambiguity)

: Will be interesting to see how prominent these are in the RpPb

hadrons: indirect access 
to parton kinematics, soft / 
semi-hard contribution…

jets: minimum pT, effects 
evolve away with high Q2…

J/Ψ: don’t understand 
production mechanisms…

how can we explore saturation region?
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Forward Photon Measurements at the LHC  
The FoCal Proposal in ALICE 

Norbert Novitzky for the ALICE-FoCal collaboration 
Tsukuba University and Utrecht University 

The main goal of  the FoCal 
proposal is to measure forward 
(3.2 < y < 5.3) direct photons in 
p+p and p+Pb collisions at LHC. 

QS: Matter of Definition and Frame (II)

7

Infinite Momentum Frame:
• BFKL (linear QCD): splitting functions ⇒ gluon density grows
• BK (non-linear): recombination of gluons ⇒ gluon density tamed

BFKL: BK adds:

αs << 1αs ∼ 1 ΛQCD

know how to 
do physics here?
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• At Qs:   gluon emission balanced by recombination

Unintegrated gluon distribution
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transverse momentum kT ~ QS
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Linear	QCD	
BFKL:	gluon		
emission	
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At low Q2 and Y = ln (1/x) the proton is 
represented by the three valence 
quarks. The increase of  the probe 
energy implies that more and more 
partons (fluctuations) are seen, which is 
described by the DGLAP (Q2) and BFKL 
(1/x) evolution equations. The rapid rise 
of  the low-x gluon PDF will result in 
nonlinear effects, which would 
eventually lead to gluon saturation. 
Effects are expected below a certain 
scale in momentum, the saturation scale 
Qs. If  the saturation scale is large 
compared to the perturbative scale, 
weak coupling techniques can be 
employed. This led to the development 
of  the Color Glass Condensate (CGC) as 
a model for this state of  matter. 

The detector is a sampling 
detector using alternating W and 
Si layers. To meet the required 
two shower separation a novel 
design is explored, using two 
different technologies of  the Si 
layers: 

Very small signal requires high 
performance rejection of  decay 
photons: 
•  Direct rejection by the pair mass 

cut and shower shape cut 
•  Isolation cut rejects also 

fragmentation photons 

The estimated precision of  the 
direct photon measurement is 
about  
•  < 20% for pT > 4 GeV/c 
•  < 10% for pT >10 GeV/c 

A HG prototype using CMOS sensors was 
also tested in beam. 
(first results published in A.P. de Haas et al, JINST 13 
(2018) P01014) 

•  very good position resolution and two-
shower separation related to detailed 
measurement of  the shower profile 

•  need development of  faster sensor 
(synergy with ALICE ITS upgrade à 
ALPIDE) 

•  Simultaneous direct photon and 
neutral pion (or jet) measurement 
will provide a very important 
probe to measure the gluon 
distribution at low-x to study 
cold Nuclear Matter (CNM) 
effects. The behavior of  the PDF 
in a heavy nucleus is of  interest 
because it is not simply the 
superposition of  the nucleon 
parton distribution, but displays 
effects related to the nuclear 
environment.  

Design 

Motivation 

Gluon Saturation 

Performance 

Test beam results 

Future 

R
� p
P
b

pT

EPPS16

ALICE pseudodata
EPS09mod

p+Pb
p
sNN = 8.160TeV

4 < ⌘ < 5
Isolated
R = 0.4
⌃ET < 2GeV

Prototypes of  the LG 
detectors: 
•  Beam tests: good 

performance for energy 
measurement 

•  Improvement of  readout 
electronics foreseen: 
larger dynamic ranges 

07/03/12' 8'

'FoCal.E'
'FoCal.H'

The proposed location of  the new FoCal 
detector in the ALICE cavern is 7m 
from the interaction point. The location 
provides an unobstructed view of  the 
interaction point, which is crucial for a 
precision measurement. 

Based on Rojo at al 
arXiv:1802.03021, 1706.00428, 1610.09373 

Estimated uncertainties of the gluon PDF from 
additional FoCal measurements  Based on Helenius et al, arXiv:1406.1689 

FoCal pseudodata for the forward direct photon 
nuclear modification factor compared to current 

NLO pQCD calculations. 

DGLAP 

BFKL 

BK/JMWLK 

Institutions involved: Utrecht U., Nikhef, Tsukuba U., Tsukuba Tech., 
Hiroshima U., Nara Woman U., Tokyo CNS, Nagasaki U., VECC, BARC, 
Bose Institute, Jammu, IIT-Bombay, IIT-Indore, IOP, ORNL, Tennessee, 
Wayne State U. Sao Paulo U., Bergen, Jyvaskyla U., CVUT Prague 
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There is significant progress in the R&D in both of  the LG and the HG 
layers. 
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The combination of the two types of layers, will provide very 
good separation for the π0 à γ + γ separation (HG layers) and 
very good energy resolution (LG) 

•  The Low Granularity (LG) layer 
     Advantage of  very good 
energy measurement 
 
•  High Granularity (HG) layers 
     Advantage very good position 
measurement 

The detector will also allow a number of interesting 
measurements in Pb-Pb collisions. 

•  The data will provide unique 
experimental constraints on 
the proton and nuclear parton 
distribution function (PDF) in 
the very low-x region 
(10-5-10-6).  

y=4-5 (ALICE FoCal upgrade) 
see also LHCb & PHENIX MPC-EX
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Figure2.1:DiagramscorrespondingtothethreetermsintheQCDLint.

andthusthequantity ̄fDµ fisgaugeinvariant.Sinceamasstermforthegaugebosons
(m

2
gA

µ
CAC

µ)wouldviolategaugeinvariance,thegluonsaremassless.ThisistruefortheU(1)
theoryofQEDaswellandisreflectedinthefactthatphotonsaremassless.(Itwouldbetruefor
thefullSU(2)⇥U(1)electroweakLagrangianaswell,butforthepresenceoftheHiggsfieldandthe
resultingspontaneoussymmetrybreakingatlowtemperatures,whichgivesmassestotheW±and
Zbosons.)

However,itisthenon-abeliannatureoftheSU(3)gaugegroupthatwillprovetohaveimportant
consequencesforthetheoryanddistinguishitfromtheU(1)theoryofQEDinanumberofways,
aswewillseewhenrenormalizingthetheoryinSection2.1.1.

WritingoutthetermsinEquation2.1,wecandecomposeLQCD=L0+Lint,wherethefree
fieldLagrangianis

L0=
X

f

 ̄f(i�µ@
µ�mf) f�

1

2

X

C

(@µA
C
⌫)(@µA⌫

C)�(@µA
C
⌫)(@⌫Aµ

C)(2.9)

wherethefirsttermgivesrisetotheNf=6fermionpropagatorsandthesecondtermgives
risetotheN

2

C�1=8gluonpropagators.TheinteractionLagrangianis

Lint=
X

f

gA
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µ ̄f�

µ
t
C
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µ
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⌫

�
�
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4
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A
µ
BA

⌫
C

��
fADEA

D
µA

E
⌫

�
(2.10)

wherethefirstgA ̄ termisafermion-gaugebosonvertex,thesecondgAA@Atermisappar-
entlyathreegaugebosonvertexandthethirdg

2
AAAAtermisafourgaugebosonvertex.The

FeynmandiagramsfortheseareshowninFigure2.1.
Actually,thereisonemoretermwhichmustbeintroducedintotheLagrangianasaconsequence

ofgaugefixing.SincethepathintegralformulationdoesnotimplicitlyknowaboutSU(3)gauge
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Figure 6: The differential CASTOR jet energy cross section for p+Pb collisions (with the proton
towards CASTOR). The CASTOR jets were unfolded to a spectrum of particle level jets in the
CASTOR acceptance (�6.6  h  �5.2). Model predictions are included for EPOS-LHC, HIJING,
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Figure 2.1: Diagrams corresponding to the three terms in the QCD
L
int .

and thus the quantity
 ̄
f D

µ 
f is gauge invariant. Since a mass term

for the gauge bosons

(m 2
g A µ

C A C
µ ) would violate gauge invariance, the gluons are massless.

This is true for the U(1)

theory of QED
as well and is reflected in the fact that photons are massless. (It would be true for

the full SU(2)⇥U(1) electroweak Lagrangian as well, but for the presence of the Higgs field and the

resulting spontaneous symmetry breaking at low temperatures, which gives masses to the
W ±

and

Z
bosons.)However, it is the non-abelian nature of the SU(3) gauge group that will prove to have important

consequences for the theory and distinguish it from
the U(1) theory of QED

in a number of ways,

as we will see when renormalizing the theory in Section 2.1.1.

Writing out the terms in Equation 2.1, we can decompose
L
QCD =

L
0 +

L
int , where the free

field Lagrangian is

L
0 = X

f
 ̄
f (i� µ

@
µ �

m
f ) 

f � 1
2

X

C
(@
µA C

⌫ )(@ µ
A ⌫
C )� (@

µA C
⌫ )(@ ⌫

A µ
C )

(2.9)

where the first term
gives rise to the

N
f =

6 fermion propagators and the second term
gives

rise to the
N 2
C � 1 = 8 gluon propagators. The interaction Lagrangian is

L
int = X

f
gA C

µ  ̄
f � µ

t C
 
f �

gfABCA µ
B A ⌫

C
�
@
µA A

⌫
�
� 1
4 g 2 �

f ABC
A µ
B A ⌫

C
� �
fADEA D

µ A E
⌫

�

(2.10)

where the first
gA
 ̄ term

is a fermion-gauge boson vertex, the second
gA

A
@A

term
is appar-

ently a three gauge boson vertex and the third
g 2

A
A
A
A

term
is a four gauge boson vertex. The

Feynman diagrams for these are shown in Figure 2.1.

Actually, there is one more term
which must be introduced into the Lagrangian as a consequence

of gauge fixing. Since the path integral formulation does not implicitly know
about SU(3) gauge

CHAPTER
2.

HIGH-ENERGY
NUCLEAR

COLLISIONS

7

Figure2.1:DiagramscorrespondingtothethreetermsintheQCD
Lint.
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theoryofQED
aswellandisreflectedinthefactthatphotonsaremassless.(Itwouldbetruefor

thefullSU(2)⇥U(1)electroweakLagrangianaswell,butforthepresenceoftheHiggsfieldandthe

resultingspontaneoussymmetrybreakingatlow
temperatures,whichgivesmassestothe

W
±and

Z
bosons.)

However,itisthenon-abeliannatureoftheSU(3)gaugegroupthatwillprovetohaveimportant

consequencesforthetheoryanddistinguishitfrom
theU(1)theoryofQED

inanumberofways,

aswewillseewhenrenormalizingthetheoryinSection2.1.1.

WritingoutthetermsinEquation2.1,wecandecompose
LQCD

=
L0+

Lint,wherethefree

fieldLagrangianis
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X
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⌫
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(2.9)

wherethefirstterm
givesrisetothe

Nf
=

6fermionpropagatorsandthesecondterm
gives

risetothe
N
2
C
�1=

8gluonpropagators.TheinteractionLagrangianis

Lint=

X
f
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 ̄f
�
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C f
�
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µ
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A
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��

1
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�(2.10)

wherethefirst
gA
 ̄
 term

isafermion-gaugebosonvertex,thesecond
gA

A
@A

term
isappar-

entlyathreegaugebosonvertexandthethird
g
2A

A
A
A

term
isafourgaugebosonvertex.The

FeynmandiagramsfortheseareshowninFigure2.1.

Actually,thereisonemoreterm
whichmustbeintroducedintotheLagrangianasaconsequence

ofgaugefixing.Sincethepathintegralformulationdoesnotimplicitlyknow
aboutSU(3)gauge

CH
AP

TE
R
2.

HI
GH

-EN
ER

GY
NU

CL
EA

R
CO

LL
ISI

ON
S

7

Figu
re

2.1
:Diag

ram
scor

res
pond

ing
to

the
thr

ee
ter

msin
the

QCD
L
int

.

and
thu

sthe
qu

ant
ity

 ̄
fD

µ 
fis

gau
ge

inv
ari

ant
.Sin

ce
amass

ter
m

for
the

gau
ge

boso
ns

(m2
gAµ

CAC
µ)woul

dvio
lat

egau
ge

inv
ari

anc
e,

the
glu

ons
are

mass
les

s.
This

is
tru

efor
the

U(1)

the
ory

of
QED

as
well

and
isrefl

ect
ed

in
the

fac
ttha

tph
oto

ns
are

mass
les

s.
(It

woul
dbetru

efor

the
ful

lS
U(2)

⇥
U(1)

ele
ctr

ow
eak

Lagr
ang

ian
as

well,
bu

tfor
the

pre
sen

ce
of

the
Higg

sfiel
dand

the

res
ult

ing
spont

ane
ous

sym
metr

ybre
aki

ng
at

low
tem

pera
tur

es,
whic

hgiv
es

mass
es

to
the

W±
and

Z
boso

ns.
) How

eve
r,i

tisthe
non

-ab
elia

nnat
ure

oft
he

SU
(3)

gau
ge

gro
up

tha
twill

pro
ve

to
hav

eim
port

ant

con
seq

uen
ces

for
the

the
ory

and
dis

tin
gui

sh
itfro

m
the

U(1)
the

ory
of

QED
in

anu
mber

of
ways

,

as
wewill

see
when

ren
orm

aliz
ing

the
the

ory
in

Sec
tio

n2.1
.1.

Writi
ng

out
the

ter
msin

Equ
ati

on
2.1

,wecan
dec

om
pose

L
QC

D
=
L
0+L

int
,wher

ethe
fre

e

fiel
dLagr

ang
ian

is

L
0=X

f
 ̄
f(i�µ

@
µ�

m
f) 

f�1
2

X

C
(@
µAC

⌫)(@µ
A⌫
C)�

(@
µAC

⌫)(@⌫
Aµ
C)

(2.
9)

wher
ethe

firs
tter

m
giv

es
rise

to
the

N
f=

6fer
mion

pro
pag

ato
rs

and
the

sec
ond

ter
m

giv
es

rise
to

the
N2
C�

1=8glu
on

pro
pag

ato
rs.

The
int

era
cti

on
Lagr

ang
ian

is

L
int

=X

f
gAC

µ ̄
f�µ

tC
 
f�

gf
AB

CAµ
BA⌫

C�
@
µAA

⌫�
�1
4g2�

fAB
C
Aµ
BA⌫

C��
f
AD

EAD
µAE

⌫�

(2.
10)

wher
ethe

firs
tgA

 ̄ 
ter

m
isafer

mion
-ga

uge
boso

nver
tex

,the
sec

ond
gA

A
@A

ter
m

isapp
ar-

ent
ly

athr
ee

gau
ge

boso
nver

tex
and

the
thi

rd
g2

A
A
A
A

ter
m

isafou
rgau

ge
boso

nver
tex

.The

Fey
nm

an
dia

gra
msfor

the
se

are
sho

wnin
Figu

re
2.1

.

Actu
ally

,th
ere

isone
more

ter
m

whic
hmust

beint
rod

uce
dint

othe
Lagr

ang
ian

as
acon

seq
uen

ce

of
gau

ge
fix

ing
.Sin

ce
the

pat
hint

egr
al

for
mula

tio
ndo

es
not

im
pli

cit
ly

kn
ow

ab
out

SU
(3)

gau
ge

C
H
A
P
T
E
R
2.

H
IG
H
-E
N
E
R
G
Y
N
U
C
L
E
A
R
C
O
L
L
ISIO

N
S

7

F
igure

2.1:
D
iagram

s
corresponding

to
the

three
term

s
in

the
Q

C
D
L
in
t.

and
thus

the
quantity

 ̄
f
D
µ
 
f

is
gauge

invariant.
Since

a
m

ass
term

for
the

gauge
bosons

(m
2
g
A

µ
C

A
Cµ)

w
ould

violate
gauge

invariance,
the

gluons
are

m
assless.

T
his

is
true

for
the

U
(1)

theory
of

Q
E
D

as
w
elland

is
reflected

in
the

fact
that

photons
are

m
assless.

(It
w
ould

be
true

for

the
fullSU

(2)⇥
U
(1)

electrow
eak

L
agrangian

as
w
ell,but

for
the

presence
ofthe

H
iggs

field
and

the

resulting
spontaneous

sym
m

etry
breaking

at
low

tem
peratures,w

hich
gives

m
asses

to
the

W
±
and

Z
bosons.)

H
ow

ever,it
is

the
non-abelian

nature
ofthe

SU
(3)

gauge
group

that
w
illprove

to
have

im
portant

consequences
for

the
theory

and
distinguish

it
from

the
U
(1)

theory
of

Q
E
D

in
a

num
ber

of
w
ays,

as
w
e

w
illsee

w
hen

renorm
alizing

the
theory

in
Section

2.1.1.

W
riting

out
the

term
s
in

E
quation

2.1,
w
e

can
decom

pose
L
Q
C
D

=
L
0

+
L
in
t,

w
here

the
free

field
L
agrangian

is

L
0

=
Xf
 ̄
f
(i�

µ@µ
�

m
f)
 
f
�

1
2

X

C
(@µ

A
C⌫
)(@

µA
⌫C
)
�

(@µ
A

C⌫
)(@

⌫A
µ

C
)

(2.9)

w
here

the
first

term
gives

rise
to

the
N
f

=
6

ferm
ion

propagators
and

the
second

term
gives

rise
to

the
N

2
C
�

1
=

8
gluon

propagators.
T
he

interaction
L
agrangian

is

L
in
t
=

Xf
g
A

Cµ
 ̄
f
�
µt

C 
f
�

g
fA

B
C
A

µ
B

A
⌫C
�@µ

A
A⌫
��

1
4

g
2
�f
A
B
CA

µ
B

A
⌫C
��fA

D
E
A

Dµ
A

E⌫
�

(2.10)

w
here

the
first

g
A
 ̄
 

term
is

a
ferm

ion-gauge
boson

vertex,the
second

g
A
A
@
A

term
is

appar-

ently
a

three
gauge

boson
vertex

and
the

third
g
2A

A
A
A

term
is

a
four

gauge
boson

vertex.
T
he

Feynm
an

diagram
s
for

these
are

show
n

in
F
igure

2.1.

A
ctually,there

is
one

m
ore

term
w
hich

m
ust

be
introduced

into
the

L
agrangian

as
a
consequence

of
gauge

fixing.
Since

the
path

integral
form

ulation
does

not
im

plicitly
know

about
SU

(3)
gauge

C
H
A
P
T
E
R
2.

H
IG
H
-E
N
E
R
G
Y
N
U
C
L
E
A
R
C
O
L
L
IS
IO
N
S

7

F
ig

ur
e

2.
1:

D
ia

gr
am

s
co

rr
es

po
nd

in
g

to
th

e
th

re
e

te
rm

s
in

th
e

Q
C
D
L
in
t.

an
d

th
us

th
e

qu
an

ti
ty
 ̄
f
D
µ
 
f

is
ga

ug
e

in
va

ri
an

t.
Si

nc
e

a
m

as
s

te
rm

fo
r

th
e

ga
ug

e
bo

so
ns

(m
2 g
A

µ
C

A
C µ
)

w
ou

ld
vi

ol
at

e
ga

ug
e

in
va

ri
an

ce
,

th
e

gl
uo

ns
ar

e
m

as
sl
es

s.
T
hi

s
is

tr
ue

fo
r

th
e

U
(1

)

th
eo

ry
of

Q
E
D

as
w
el
l a

nd
is

re
fle

ct
ed

in
th

e
fa

ct
th

at
ph

ot
on

s
ar

e
m

as
sl
es

s.
(I
t
w
ou

ld
be

tr
ue

fo
r

th
e
fu

ll
SU

(2
)⇥

U
(1

)
el
ec

tr
ow

ea
k

L
ag

ra
ng

ia
n

as
w
el
l,

bu
t
fo

r
th

e
pr

es
en

ce
of

th
e
H
ig

gs
fie

ld
an

d
th

e

re
su

lt
in

g
sp

on
ta

ne
ou

s
sy

m
m

et
ry

br
ea

ki
ng

at
lo
w

te
m

pe
ra

tu
re

s,
w
hi

ch
gi

ve
s
m

as
se

s
to

th
e
W

±
an

d

Z
bo

so
ns

.)
H
ow

ev
er

, i
t
is

th
e
no

n-
ab

el
ia

n
na

tu
re

of
th

e
SU

(3
)
ga

ug
e
gr

ou
p

th
at

w
ill

pr
ov

e
to

ha
ve

im
po

rt
an

t

co
ns

eq
ue

nc
es

fo
r
th

e
th

eo
ry

an
d

di
st

in
gu

is
h

it
fr
om

th
e

U
(1

)
th

eo
ry

of
Q

E
D

in
a

nu
m

be
r
of

w
ay

s,

as
w
e

w
ill

se
e

w
he

n
re

no
rm

al
iz
in

g
th

e
th

eo
ry

in
Se

ct
io

n
2.

1.
1.

W
ri
ti
ng

ou
t
th

e
te

rm
s
in

E
qu

at
io

n
2.

1,
w
e

ca
n

de
co

m
po

se
L
Q
C
D

=
L
0

+
L
in
t,

w
he

re
th

e
fr
ee

fie
ld

L
ag

ra
ng

ia
n

is

L
0

=
X

f
 ̄
f
(i
�
µ @
µ
�

m
f
) 

f
�

1
2

X

C
(@
µ
A

C ⌫
)(
@
µ A

⌫ C
)�

(@
µ
A

C ⌫
)(
@
⌫ A

µ
C

)

(2
.9

)

w
he

re
th

e
fir

st
te

rm
gi

ve
s

ri
se

to
th

e
N
f

=
6

fe
rm

io
n

pr
op

ag
at

or
s

an
d

th
e

se
co

nd
te

rm
gi

ve
s

ri
se

to
th

e
N

2
C
�

1
=

8
gl

uo
n

pr
op

ag
at

or
s.

T
he

in
te

ra
ct

io
n

L
ag

ra
ng

ia
n

is

L
in
t
=

X

f
g
A

C µ
 ̄
f
�
µ t

C  
f
�

g
f A

B
C
A

µ
B

A
⌫ C
� @ µ

A
A ⌫
� �

1
4

g
2
� f
A
B
C A

µ
B

A
⌫ C
� � f A

D
E
A

D µ
A

E ⌫
�

(2
.1

0)

w
he

re
th

e
fir

st
g
A
 ̄
 

te
rm

is
a

fe
rm

io
n-

ga
ug

e
bo

so
n

ve
rt

ex
, t

he
se

co
nd

g
A
A
@
A

te
rm

is
ap

pa
r-

en
tl
y

a
th

re
e

ga
ug

e
bo

so
n

ve
rt

ex
an

d
th

e
th

ir
d

g
2 A

A
A
A

te
rm

is
a

fo
ur

ga
ug

e
bo

so
n

ve
rt

ex
.

T
he

Fe
yn

m
an

di
ag

ra
m

s
fo

r
th

es
e

ar
e

sh
ow

n
in

F
ig

ur
e

2.
1.

A
ct

ua
lly

, t
he

re
is

on
e
m

or
e
te

rm
w
hi

ch
m

us
t
be

in
tr

od
uc

ed
in

to
th

e
L
ag

ra
ng

ia
n

as
a
co

ns
eq

ue
nc

e

of
ga

ug
e

fix
in

g.
Si

nc
e

th
e

pa
th

in
te

gr
al

fo
rm

ul
at

io
n

do
es

no
t
im

pl
ic
it
ly

kn
ow

ab
ou

t
SU

(3
)
ga

ug
e

CH
AP

TE
R2.

HIG
H-E

NE
RG

YNU
CL

EA
RCO

LL
ISI

ON
S

7

Figu
re

2.1
:Diag

ram
scor

res
pond

ing
to

the
thr

ee
ter

msinthe
QCDL

int.

and
thu

sthe
qua

nti
ty
 ̄
fD

µ 
fisgau

ge
inv

ari
ant

.Sin
ce

amass
ter

m
for

the
gau

ge
boso

ns

(m2
gAµ

CAC
µ)woul

dvio
late

gau
ge

inv
ari

anc
e,

the
glu

ons
are

mass
less

.This
istru

efor
the

U(1)

the
ory

ofQEDas
well

and
isrefl

ect
ed

inthe
fac

ttha
tpho

ton
sare

mass
less

.(It
woul

dbetru
efor

the
full

SU
(2)

⇥
U(1)

elec
tro

weak
Lagr

ang
ian

as
well,

but
for

the
pre

sen
ce

ofthe
Higg

sfiel
dand

the

res
ult

ing
spont

ane
ous

sym
metr

ybre
aki

ng
at

low
tem

pera
tur

es,
whic

hgiv
esmass

esto
the

W±
and

Z
boso

ns.
) Howeve

r,i
tisthe

non
-ab

elia
nnat

ure
oft

he
SU

(3)
gau

ge
gro

up
tha

twillp
rov

etohav
eimport

ant

con
seq

uen
ces

for
the

the
ory

and
dis

tin
gui

sh
itfro

mthe
U(1)

the
ory

ofQEDin
anum

ber
ofways

,

as
wewillsee

when
ren

orm
aliz

ing
the

the
ory

inSec
tion

2.1
.1.

Writi
ng

out
the

ter
msin

Equa
tion

2.1
,wecan

dec
om

pose
L
QC

D=L
0+L

int,
wher

ethe
free

fiel
dLagr

ang
ian

is

L
0=X

f
 ̄
f(i�µ

@
µ�

m
f) 

f�1
2

X

C
(@

µAC
⌫)(@µ

A⌫
C)�

(@
µAC

⌫)(@⌫
Aµ
C)

(2.9
)

wher
ethe

firs
tter

m
giv

es
rise

to
the

N
f=6ferm

ion
pro

pag
ato

rs
and

the
sec

ond
ter

m
giv

es

rise
to

the
N2
C�

1=8glu
on

pro
pag

ato
rs.

The
int

era
ctio

nLagr
ang

ian
is

L
int

=X

f
gAC

µ ̄
f�µ

tC
 
f�

gf
AB

CAµ
BA⌫

C�
@
µAA

⌫�
�1

4g2�
fAB

C
Aµ
BA⌫

C��
f
AD

EAD
µAE

⌫�
(2.1

0)

wher
ethe

firs
tgA

 ̄ 
ter

misaferm
ion

-ga
uge

boso
nver

tex
,the

sec
ond

gA
A@

A
ter

misapp
ar-

ent
ly

athr
ee

gau
ge

boso
nver

tex
and

the
thi

rd
g2

AAAA
ter

m
isafou

rgau
ge

boso
nver

tex
.The

Feyn
man

dia
gra

msfor
the

se
are

sho
wninFigu

re
2.1

.

Actu
ally

,th
ere

isone
more

ter
mwhic

hmust
beint

rod
uce

dint
othe

Lagr
ang

ian
asacon

seq
uen

ce

of
gau

ge
fixi

ng.
Sin

ce
the

pat
hint

egr
alfor

mula
tion

doe
snot

implic
itly

kno
wabout

SU
(3)

gau
ge

low-xA

xp

ɣ

ɣ

 15

di-photon 
production @ LHC
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Figure 4: Di↵erential cross sections as functions of the various observables compared to the predictions from Diphox
and Resbos. At the bottom of each plot, the ratio of the prediction to the data is shown. The bars and bands around
the data and theoretical predictions represent the statistical and systematic uncertainties, estimated as described in
the text. Only the central values are shown for Resbos. Negative cross-section values are obtained with Diphox in
the first (last) bin of aT and �⇤⌘ (����) and therefore are not shown (see text).
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Figure 5: Di↵erential cross sections as functions of the various observables compared to the predictions from
Sherpa 2.2.1 and 2�NNLO. At the bottom of each plot, the ratio of the prediction to the data is shown. The bars and
bands around the data and theoretical predictions represent the statistical and systematic uncertainties, estimated as
described in the text. Negative cross-section values are obtained with 2�NNLO when varying the renormalisation
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Phys. Rev. D 95 (2017) 112005

• Detailed reference 
measurements at 8 TeV 

• mɣɣ compared to DIPHOX, 
RESBOX, NNLO, Sherpa 
➡ should estimate nPDF 

effects! 

https://dx.doi.org/10.1103/PhysRevD.95.112005


Possibility to observe xA > 1 configurations! 
➡ rates are sensitive to Short-Range Correlations 

(SRCs) in nuclei (“medium energy” physics)

nuclear effects at large-xA

quark with pq such that 
xA = pq/(pA/A) > 1

Friese, Sargsian, Strikman   
EPJC 75 (2015) 534 

At large-xA, Fermi motion of nucleons in nucleus: 
… but also, short-range p-n correlations!

nucleus has total 
momentum pA

 16

JLab 
experiments



φΔ
0

2

4

ηΔ

)
η

Δ,φ
Δ

C
( 1

1.1
 

-4     
 -2     

 0     
 2     

 4

(a)

φΔ
0

2

4

ηΔ

)
η

Δ,φ
Δ

C
( 1

1.04
 

-4     
 -2     

 0     
 2     

 4

(b)

ATLAS =5.02 TeVNNsp+Pb  
-1bµ 1 ≈ L ∫ <4 GeVa,b

T
0.5<p<20 GeVPb

TEΣ >80 GeVPb
TEΣ

|φΔ|0 1 2 3

)φ
Δ

Y(

0

0.2

0.4

0.6

 

(c)
ATLAS -1bµ 1 ≈ L ∫=5.02 TeV, NNsp+Pb   

|<5ηΔ<4 GeV,   2<|a,b
T

0.5<p

>80 GeVPb
TEΣ

<20 GeVPb
TEΣ

=14.3C
ZYAMb

=3.2P
ZYAMb

 [GeV]〉Pb
T

EΣ〈
0 50 100

in
t

Y

0

0.2

0.4

0.6

 

/3π|<φΔNear:  |

/3π|>2φΔAway: |

Difference

ATLAS -1bµ 1 ≈ L ∫=5.02 TeV, NNsp+Pb   

|<5ηΔ<4 GeV,   2<|a,b
T

0.5<p (d)

QGP in small 
systems?

PRL 110 (2013) 182302

!17



 18

PRC 90 (2014) 044906
G. AAD et al. PHYSICAL REVIEW C 90, 044906 (2014)
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FIG. 9. (Color online) The vn(pa
T) with n = 2 to 5 for six N rec

ch event-activity classes obtained for |!η| > 2 and the pb
T range of 1–3 GeV.

The error bars and shaded boxes represent the statistical and systematic uncertainties, respectively. Results in 220 ! N rec
ch < 260 are compared

to the CMS data [28] obtained by subtracting the peripheral events (the number of off-line tracks Noff
trk < 20), shown by the solid and dashed

lines.

pT up to 3–5 GeV and then decrease, but remain positive at
higher pT. For all event classes, the magnitude of the vn is
largest for n = 2, and decreases quickly with increasing n.
The ATLAS data are compared to the measurement by the
CMS experiment [28] for an event-activity class in which the
number of off-line reconstructed tracks, Noff

trk , within |η| < 2.4
and pT > 0.4 GeV is 220 ! Noff

trk < 260. This is comparable to
the 220 ! N rec

ch < 260 event class used in the ATLAS analysis.
A similar recoil removal procedure, with Noff

trk < 20 as the
peripheral events, has been used for the CMS data. Excellent
agreement is observed between the two results.

The extraction of the vn from vn,n relies on the factorization
relation in Eq. (9). This factorization is checked by calculating
vn using different ranges of pb

T for events with N rec
ch " 220

as shown in Fig. 10. The factorization behavior can also be
studied via the ratio [49,50]

rn

(
pa

T,pb
T

)
=

vn,n

(
pa

T,pb
T

)
√

vn,n

(
pa

T,pa
T

)
vn,n

(
pb

T,pb
T

) , (11)

with rn = 1 for perfect factorization. The results with recoil
subtraction (rn) and without subtraction (runsub

n ) are summa-
rized in Fig. 11, and they are shown as functions of pb

T − pa
T,

because by construction the ratios equal 1 for pb
T = pa

T. This
second method is limited to pa,b

T # 4 GeV, because requiring
both particles to be at high pT reduces the number of the

available pairs for vn,n(pa
T,pa

T) or vn,n(pb
T,pb

T). In contrast,
for the results shown in Fig. 10, using Eqs. (9) and (10),
the restriction applies to only one of the particles, i.e., pb

T #
4 GeV.

Results in Figs. 10 and 11 show that, in the region where
the statistical uncertainty is small, the factorization holds to
within a few percent for v2 over 0.5 < pa,b

T < 4 GeV, within
10% for v3 over 0.5 < pa,b

T < 3 GeV, and within 20%–30%
for v4 over 0.5 < pa,b

T < 4 GeV (Fig. 10 only). Furthermore,
in this pT region, the differences between rn and runsub

n are
very small (<10%) as shown by Fig. 11, consistent with the
observation in Fig. 8. This level of factorization is similar to
what was observed in peripheral Pb + Pb collisions [9].

Figure 11 also compares the rn data with a theoretical
calculation from a viscous hydrodynamic model [51]. The
model predicts at most a few percent deviation of rn from
1, which is attributed to pT-dependent decorrelation effects
associated with event-by-event flow fluctuations [49]. In most
cases, the data are consistent with the prediction within
uncertainties.

Figure 12 shows the centrality dependence of v2, v3, and v4
as functions of N rec

ch and EPb
T . The results are obtained for 0.4 <

pa,b
T < 3 GeV, both before and after subtraction of the recoil

contribution. The difference between vunsub
n and vn is very

small in central collisions, up to 3%–4% for both event-activity
definitions. For more peripheral collisions, the difference is

044906-12

high-pT v2 in ultra-central p+A?
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nucl-ex/1808.03951

in AA systems, high-pT (> 10 GeV) 
v2 understood as energy loss  
(diff. energy loss in vs. out of plane)

In 2013 p+Pb data, large v2 @ 
pT ~ 10 GeV in 0-1% p+Pb…
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FIG. 1: Invariant yields of electrons from heavy-flavor decays
for different Au+Au centrality classes and for p+p collisions,
scaled by powers of ten for clarity. The solid lines are the re-
sult of a FONLL calculation normalized to the p+p data [18]
and scaled with ⟨TAA⟩ for each Au+Au centrality class. The
insert shows the ratio of heavy-flavor to background electrons
for minimum bias Au+Au collisions. Error bars (boxes) de-
pict statistical (systematic) uncertainties.

lisions, and our corresponding π0 data [6, 29]. The data
indicate strong coupling of heavy quarks to the medium.
While at low pT the suppression is smaller than that of
π0, RAA of heavy-flavor decay electrons approaches the
π0 value for pT > 4 GeV/c although a significant con-
tribution from bottom decays is expected at high pT.
The large vHF

2 indicates that the charm relaxation time
is comparable to the short time scale of flow development
in the produced medium. It should be noted that much
reduced uncertainties and the extended pT range of the
present data permit the comparisons of RAA and v2 of
the heavy and light flavors.

More quantitative statements require theoretical guid-
ance. Figure 3 compares the RAA and v2 of heavy-flavor
electrons with models calculating both quantities simul-
taneously. A perturbative QCD calculation with radia-
tive energy loss (curves I) [30] describes the measured
RAA reasonably well using a large transport coefficient
q̂ = 14 GeV2/fm, which also provides a consistent de-
scription of light hadron suppression. This value of q̂
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FIG. 2: RAA of heavy-flavor electrons with pT above 0.3 and
3 GeV/c and of π0 with pT > 4 GeV/c as function of centrality
given by Npart. Error bars (boxes) depict statistical (point-
by-point systematic) uncertainties. The right (left) box at
RAA = 1 shows the relative uncertainty from the p+p refer-
ence common to all points for pT > 0.3(3) GeV/c.
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FIG. 3: (a) RAA of heavy-flavor electrons in 0-10% central
collisions compared with π0 data [6] and model calculations
(curves I [30], II [31], and III [32]). The box at RAA = 1 shows
the uncertainty in TAA. (b) vHF

2 of heavy-flavor electrons in
minimum bias collisions compared with π0 data [29] and the
same models. Errors are shown as in Fig. 2.

would imply a strongly coupled medium. In this model
the azimuthal anisotropy is only due to the path length
dependence of energy loss, and the data clearly favor
larger vHF

2 than predicted from this effect alone.
Figure 3 also shows that the large vHF

2 is better repro-
duced in Langevin-based heavy quark transport calcula-

substantial E-loss & flow of 
HF electrons in RHIC Au+Au but very large “flow”(??)

PRL 98 (2007) 172301

collective behavior 
of HF quarks

➡ η/s = 1/4π bound! ➡ how to understand soft & 
hard physics together?
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Table 4: Di↵erential cross-section d�
dy⇤ (mb) for prompt D0 meson production as a function of

|y⇤| in pPb forward and backward data, respectively. The first uncertainty is statistical, the
second is the component of the systematic uncertainty that is uncorrelated between bins and
the third is the correlated component.

Forward (mb)
y⇤ 0 < pT < 10GeV/c

[1.5, 2.0] 115.19± 0.53± 0.91± 9.99
[2.0, 2.5] 107.05± 0.29± 0.50± 5.73
[2.5, 3.0] 93.90± 0.27± 0.38± 4.14
[3.0, 3.5] 80.76± 0.33± 0.42± 3.71
[3.5, 4.0] 64.24± 0.55± 0.58± 4.79

Backward (mb)
y⇤ 0 < pT < 10GeV/c

[�3.0,�2.5] 126.35± 0.78± 0.95± 15.54
[�3.5,�3.0] 120.84± 0.53± 0.53± 8.89
[�4.0,�3.5] 104.93± 0.58± 0.47± 6.66
[�4.5,�4.0] 87.92± 0.85± 0.52± 6.13
[�5.0,�4.5] 65.32± 1.57± 0.68± 7.07
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Figure 5: Nuclear modification factor RpPb as a function of pT for prompt D0 meson production
in the (left) backward data and (right) forward data, integrated over the common rapidity
range 2.5 < |y⇤| < 4.0 for pT < 6GeV/c and over 2.5 < |y⇤| < 3.5 for 6 < pT < 10GeV/c.
The uncertainty is the quadratic sum of the statistical and systematic components. The CGC
predictions are only available for the forward region.

e↵ects are due to the creation of a hydrodynamic system, momentum anisotropies at the
quark level can arise, which may modify the final distribution of observed heavy-quark
hadrons [70]. Since the measurements in this analysis do not consider a classification
in charged particle multiplicity, potential modifications in high-multiplicity events are
weakened as the presented observables are integrated over charged particle multiplicity.
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RpA compatible with only nPDF / 
saturation effects…



unmodified recoil jet                     
distributions in 
0-20% events                           

is there an onset of jet quenching? 
or do we mis-understand a high-pT v2?

!20

Constraints on jet quenching in p-Pb collisions

22

Phys. Lett. B 783 (2018) 95

• Coincidence hadron—jet 
measurements in p-Pb
collisions are used to 
constrain possible energy 
loss in p-Pb collisions.

• ∆𝐸𝐸 < 400 MeV at 90% CL

explore with high-stats 
ɣ+jet in p+A…

Phys. Lett. B 
789 (2019) 167
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jet quenching in p+A?

https://www.sciencedirect.com/science/article/pii/S037026931830950X
https://www.sciencedirect.com/science/article/pii/S037026931830950X


Analysis of the apparent nuclear modification . . . ALICE Collaboration
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Fig. 3: Average RAA for 8 < pT < 20 GeV/c

versus centrality percentile in Pb–Pb collisions atp
sNN = 5.02 TeV compared to predictions from

HG-PYTHIA [38]. Vertical error bars denote sta-
tistical uncertainties, while the boxes denote the
systematic uncertainties.
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Fig. 4: Slope of RAA at low pT (in 0.5 < pT <
2 GeV/c) and at high pT (in 8 < pT < 20 GeV/c)
scaled by factor 15 for visibility versus central-
ity percentile in Pb–Pb collisions at

p
sNN = 5.02

TeV. Vertical error bars denote statistical uncer-
tainties, while the boxes denote the systematic un-
certainties.

displayed in filled, coloured symbols with their corresponding global uncertainties of about 10–
20% denoted at pT⇠0.1 GeV/c. As usual, if not otherwise stated, vertical error bars denote
statistical uncertainties, while the boxes denote the systematic uncertainties.

From central to peripheral collisions RAA increases, which in particular above about 10 GeV/c

can be understood as the progressive reduction of medium-induced parton energy loss. Further-
more, the shape is similar from the most central up to the 80–85% centrality class, namely an
increase at low pT, a maximum around 2–3 GeV/c, related to radial flow, then a decrease with
a local minimum at about 7 GeV/c, followed by a mild increase. Above 80–85% centrality, the
evolution is different as already at low pT the slope is negative and RAA decreases monotonously
with increasing pT. The change in behaviour seems to occur in the 75–85% interval, since the
80–85% RAA values appear to be the same or even lower than those of the 75–80% interval. For
the most peripheral classes, the reduction of the nuclear modification factor with increasing pT
is qualitatively similar to the one observed for low multiplicity p–Pb [39] collisions, indicating
that the underlying bias towards more peripheral collisions with a reduced rate of hard scatter-
ings per nucleon–nucleon collisions is the same. If instead of using N

mult
coll , we had used N

geo
coll in

the normalization of RAA, the results for peripheral collisions above 80% would be even lower,
namely by the ratio quantified in Fig. 1.

To quantify these observations we provide in Fig. 3 the average RAA at high pT (within 8 <
pT < 20 GeV/c), which increases smoothly from most central up to 70–75% centrality and
drops strongly beyond the 80–85% centrality class. The data are compared to a PYTHIA-based
model (HG-PYTHIA) [38], which for every binary nucleon–nucleon collision superimposes a
number of PYTHIA events incoherently without nuclear modification. The essential feature of
the model is that particle production per nucleon–nucleon collision originates from a fluctuating

8

nucl-ex/1805.05212

System size dependence of energy loss

jet quenching may turn 
“off” much sooner than 

expected…

artificial effect from 
bias in geometric 

classification

Pb+Pb data

!21

… very interesting to 
run O+O, Ar+Ar, etc. 

at LHC
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FIG. 2. | Hydrodynamic evolution of small systems.

Hydrodynamic evolution of a characteristic head-on p+Au
(top), d+Au (middle), and 3He+Au (bottom) collision atp
sNN = 200 GeV as calculated by sonic, where the p/d/3He

completely overlap with the Au nucleus. From left to right
each row gives the temperature distribution of the nuclear
matter at four time points following the initial collision at
t = 0. The arrows depict the velocity field of the fluid cells,
with the length of the longest arrow plotted corresponding to
� = 0.82.

perature that evolves in time following the laws of rela-
tivistic viscous hydrodynamics using an equation of state
determined from lattice QCD [17]. Examples of this evo-
lution are shown for p/d/3He+Au collisions in Fig. 2 us-
ing the hydrodynamical model sonic [18]. The first panel
of each row shows the temperature profile at time t = 1.0
fm/c for characteristic p+Au, d+Au, and 3He+Au col-
lisions. The following three panels show snapshots of
the temperature evolution at three di↵erent time points.
The initial spatial distribution also sets the pressure gra-
dient field, which translates into a velocity field of the
fluid cells, which in turn determines the azimuthal mo-
mentum distribution of produced particles. The relative
magnitude and direction of the velocity in each fluid cell
is represented in the figure by arrows. At the final time
point, t = 4.5 fm/c, the mostly circular (top), ellipti-
cal (middle), and triangular (bottom) initial spatial ec-
centricities have been translated into dominantly radial,
elliptic, and triangular flow, respectively. Given these
di↵erent initial geometries, as characterized by the "2
and "3 values shown in Fig. 1, hydrodynamical models
provide a clear prediction for the ordering of the exper-
imentally accessible v2 and v3 signals, following that of
the "n, namely

v
p+Au
2 < vd+Au

2 ⇡ v
3He+Au
2 ,

v
p+Au
3 ⇡ vd+Au

3 < v
3He+Au
3 .

(3)

This ordering assumes that hydrodynamics can e�ciently

translate the initial geometric "n’s into dynamical vn’s,
which in turn requires a small value for the specific shear
viscosity.
There exist a class of competing explanations where

the v2 is not generated via flow, but rather is created at
the earliest time in the collision process as described by
so-called initial-state momentum correlation models. It
is really a mimic flow signal where the initial collision
generates color flux tubes that have a preference to emit
particles back-to-back in azimuth [19, 20]. These color
flux tubes, also referred to as domains, have a transverse
size less than the color-correlation length of order 0.1-
0.2 fm. In this framework, a collision system with a larger
overall area but the same characteristic domain size (for
example d+Au and 3He+Au compared with p+Au and
p+p) should have a weaker correlation because the dif-
ferent domains are separated and do not communicate.
An instructive analogy is a ferromagnet with many do-
mains: if the domains are separated and disconnected,
the overall magnetic field is weakened by the cancellation
of e↵ects from the random orientation in the di↵erent do-
mains. The RMS diameter of the deuteron is 4.2 fm, and
so in d+Au collisions the two hot spots are much further
apart than the characteristic domain size. A straightfor-
ward prediction is then that the v2 and v3 coe�cients
should be ordered

vp+Au
n > vd+Au

n > v
3He+Au
n , (4)

in contradistinction to the hydrodynamic flow prediction.
An experimental realization of the proposed geome-

try scan has been under way since 2014 at RHIC. Col-
lisions of 3He+Au, p+Au, and d+Au at

p
sNN = 200

GeV were recorded in 2014, 2015, and 2016, respectively.
The PHENIX experiment observed elliptic anisotropies
in the azimuthal distributions of the charged particles
produced in all three systems [21–23], as well as trian-
gular anisotropies in 3He+Au collisions [23]. This Letter
completes this set of elliptic and triangular flow measure-
ments from PHENIX in all three systems and explores
the relation between the strength of the measured vn and
the initial-state geometry.
The vn measurements reported here are determined

using the event plane method [24] for charged hadrons
in the midrapidity region covering |⌘| < 0.35, where ⌘ is
the particle pseudorapidity,

⌘ ⌘ � ln

✓
tan

✓

2

◆
, (5)

and ✓ is the polar angle of the particle. The nth order
event planes are determined using detectors in the Au-
going direction covering �3.9 < ⌘ < �3.1. The pseudo-
rapidity gap of |�⌘| > 2.75 between the particle measure-
ments and the event plane determination reduces auto-
correlations, as well as short-range correlations arising
from, for example, jets and particle decays—typically re-
ferred to as nonflow correlations. Estimates of possible
remaining nonflow contributions are included in the sys-
tematic uncertainties. Additional uncertainties related

future p+A physics

!22

large aperture & 
kinematic reach @ LHC
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sPHENIX

PARTIALLY-STRIPPED IONS @ LHC

ANOTHER TOOL @ LHC?: PARTIALLY-STRIPPED IONS
▸ We have seen how LHC provides 

photons which can be used to 
probe nuclear/proton targets 

▸ CERN just recently performed 
first MD on partially stripped 
lead-ions (Pb+81) to measure 
beam lifetime 
▸ RHIC accelerated Au+77 in 2007 
▸ Now advocated by W. Krasny, & al 

▸ Provides parasitic electron beam 
▸ Le+Au ~ 1E27 
▸ Le+p ~ 1E29

�32

https://home.cern/about/updates/2018/07/lhc-accelerates-its-first-atoms

future p+A physics

LHC RHIC
sPHENIX detectorO+O, Ar+Ar, e+Pb(?)


