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One can see that all “memory” of the scattered lepton azimuthal angle, φl
h, is contained

in the polarization density matrix of virtual photon when SIDIS is described in the LGHF.
Finally, for the product of the hadronic and leptonic tensors we get
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where S1
(γh), S

2
(γh) and S3

(γh) are the target nucleon spin components in the LGHF. They

are related to the target nucleon longitudinal SL
γl and transverse S⃗T
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γl, S

2
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components in the LGLF by

S1
γh = ST

γl cos(φ
S
l − φh

l ),

S2
γh = ST

γl sin(φ
S
l − φh

l ), (17)
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and S⃗γl is related to the target polarization in the laboratory frame by

S1
γl = ST

lab cos θγ cos(φ
S
lab − φl

lab) + SL
lab sin θγ ,

S2
γl = ST

lab sin(φ
S
lab − φl

lab), (18)

S3
γl = −ST

lab sin θγ cos(φ
S
lab − φl

lab) + SL
lab cos θγ,

where SL
lab and S⃗T

lab are the nucleon spin longitudinal and transverse components with
respect to initial lepton momentum.

Note that in (16)-(18) the dependence of the polarized SIDIS cross section on target
spin components and produced hadron azimuthal angle is expressed in explicit form. In
principle, it is possible to separate the different structure functions contribution by using
a “Fourier analysis” on φh

l for different beam and target polarizations as was done for the
unpolarized case in Ref. [12].

Let us now consider the cross section expression in the LGLF
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Decomposition of  
SIDIS cross section

IV. NUMERICAL RESULTS

We will consider production of π+-mesons on the proton target. In order to get an order of magnitude
estimate we note that the cross section is given predominantly by scattering on the u-quark. Consider
the target longitudinal spin asymmetry defined as
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where +(−) denotes target positive (negative) longitudinal polarization. Using I1 and I4 we see that for
both polarized and unpolarized lepton this asymmetry is given by

A(x, y, z;λ) = −λ
2(1− y)

1 + (1− y)2
h⊥(1)u
1L (x)H⊥(1)u

1 (z)

fu
1 (x)D

u
1 (z)

. (35)

Note, that this expression is valid for unpolarized as well as for polarized lepton beam.
For polarized leptons one can consider also the asymmetry defined as
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where the first (second) superscript of dσ denotes lepton (target) polarization, leading to
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With the approximation for h⊥(1)u
1L and using the ratio x

∫ 1
x
dy gu

1
(y)
y

/fu
1 (x) as calculated in [10] (see Fig.

3 there), which reaches a maximal value of 0.08 at x ≃ 0.5, we obtain for small y-values and moderate
z-values A(x ≃ 0.5, y ≃ 0.1, z ≃ 0.3;λ) ≃ (0.04÷ 0.12)λ.
The asymmetry A1 is related to A,
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The ratio gu1 (x)/f
u
1 (x) is presented in Fig. 1 of ref. [10] and leads to A1(x ≃ 0.2÷ 0.5, y ≃ 0.1, z ≃ 0.3) ≃

0.4÷ 2.8.
Finally, let us consider the following weighted target transverse-spin asymmetry:
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where ↑ (↓) denotes target up (down) transverse polarization. Using I1 and I3 we see that for both
polarized and unpolarized lepton this asymmetry is given by
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With the approximation hu
1 (x) ≃ gu1 (x) and using the ratio gu1 (x)/f

u
1 (x) from ref. [10] we see that

asymmetry AT (x ≃ 0.2 ÷ 0.5, y ≃ 0.1, z ≃ 0.3; |ST |) ≃ −(0.4 ÷ 2.1)|ST |. Thus, one sees that the AT

asymmetry is an order of magnitude larger than A. Remember that both asymmetries arise due to the
Collins effect in transversely polarized quark fragmentation but in the second case this quark polarization
is coming from the intrinsic transverse momentum.
In Ref. [6] an estimate for H⊥q

1 /Dq
1 has been given. In Ref. [2] a full analysis of lepton-hadron scattering

was presented, including transverse momentum dependence in distribution and fragmentation functions.
The kT -moments of these functions are related to twist-3 functions. For the latter we consider only
the ’interaction-independent’ part, which involves twist-2 functions. For the latter we finally assume

6
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FIG. 3. Target-spin analyzing powers in the sinf moment as
a function of transverse momentum, for p1 (squares) and p2

(circles). Error bars show the statistical uncertainties and the
band represents the systematic uncertainties.

In summary, single-spin azimuthal asymmetries of pions
produced in deep-inelastic scattering of polarized positrons
from a longitudinally polarized hydrogen target have been
measured. The analyzing power involving the sinf mo-
ment of the cross section is found to be significant for p1

production with unpolarized (spin-averaged) positrons on
a longitudinally polarized hydrogen target, while for p2 it
is found to be consistent with zero. In addition, the analyz-
ing powers involving the sin2f moments of both p1 and
p2 are consistent with zero. The sinf target-related an-
alyzing power for p1, averaged over the full acceptance,
is found to be 0.022 6 0.005 6 0.003, and there are indi-
cations that this analyzing power increases with increasing
x, and also with P! up to !0.8 GeV. The appearance
of this single-spin asymmetry can be interpreted as an ef-
fect of chiral-odd spin distribution functions coupled with
a time-reversal-odd fragmentation function. This fragmen-
tation function offers a means to measure transversity in
future experiments using a transversely polarized target.
We thank M. Anselmino, J. Collins, A.M. Kotzinian,

and P. J. Mulders for many interesting discussions. We
gratefully acknowledge the DESY management for its sup-

port, the staffs at DESY and the collaborating institutions
for their significant effort, and our funding agencies for
financial support.
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N. Bianchi,12 H. P. Blok,20,28 H. Böttcher,8 A. Borissov,15 A. Borysenko,12 M. Bouwhuis,16 A. Brüll,17 V. Bryzgalov,22
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The TMD acronym

 7

My personal recollection is that the acronym 
was coined by Harut before 2008

I think however that Italians were among the “fist followers”  
(see D(erek) Sivers https://www.youtube.com/watch?v=fW8amMCVAJQ)  

see, e.g.,  
Anselmino, Boglione, D’Alesio, Kotzinian, Murgia, Prokudin,Turk,  
PRD75 (07) 
Pasquini, Cazzaniga, Boffi, PRD 78 (08)  
Bacchetta, Conti, Radici, PRD 78 (08)

Apart from the acronym, Harut was and 
still is one of the main actors of the TMD 
program at 

https://www.youtube.com/watch?v=fW8amMCVAJQ
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About names and acronyms

• TMD as an adjective stands for Transverse Momentum Dependent 


• TMD as a noun stands for Transverse Momentum Distribution and it is usually 

meant to encompass both transverse-momentum-dependent PDFs and 

Fragmentation Functions (FFs)

4

Harut recently complained about the ambiguous use of the acronym

To avoid possible troubles, this is what I taught at the  
TMD Collaboration Summer School in Philadelphia in 2017



Younger generations

Theory of  
Fragmentation Functions

Analysis Coordinator of 
COMPASS experiment



Back to TMD perspectives…
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IN FIVE TO TEN YEARS

• COMPASS and HERMES and JLab: all structure functions 
(including unpolarized cross sections), weighted asymmetries, 
multidimensional binning                              K. Hafidi, M. Aghasyan talks

• BELLE and BABAR unpolarized cross sections and Collins 
(also for etas and kaons)                                         I. Garzia’s talk

• RHIC: jet-jet, photon-jet, hadron-hadron correlations at 
forward rapidities                                                   L. Bland’s talk

• Fermilab: improvement of unpolarized Drell-Yan

• Polarized Drell-Yan at COMPASS and RHIC      C. Quintans, L. Bland talks

Monday, July 6, 2009

In the last (great) workshop in Yerevan (2009) I was 
asked to speak about TMD perspectives

✔

✘

☯

☯

✘



 12

IN FIVE TO TEN YEARS

• Details and subtleties in TMD factorization sorted out

• Understanding of TMD factorization (or lack of it) in hadron-
hadron collisions to hadrons

• Evolution equations of all TMDs known

• Numerical implementation of evolution functions up and 
working

Monday, July 6, 2009

✔

☯

☯

☯
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IN FIVE TO TEN YEARS

• More and improved fits (including evolution, more data, 
different approaches)

• Parametrization that can describe both TMDs and GPDs

• Coarse and qualitative 3D pictures

• Hints about orbital angular momentum 

Monday, July 6, 2009

✔

✘

☯

✔



The unpolarized TMD as case study
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Available data

 15
!15



Quark unpol. TMD: extractions 
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Framework HERMES COMPASS DY
Z 

production
N of points

KN 2006 
hep-ph/0506225

NLL/NLO ✘ ✘ ✔ ✔ 98

Pavia 2013  
arXiv:1309.3507

No evo ✔ ✘ ✘ ✘ 1538

Torino 2014 
arXiv:1312.6261

No evo ✔  
(separately)

✔  
(separately)

✘ ✘
576 (H)  

6284 (C)

DEMS 2014  
arXiv:1407.3311

NNLL/
NLO

✘ ✘ ✔ ✔ 223

EIKV 2014  
arXiv:1401.5078

NLL/LO 1 (x,Q2) bin 1 (x,Q2) bin ✔ ✔ 500 (?)

Pavia 2016 
arXiv:1703.10157

NLL/LO ✔ ✔ ✔ ✔ 8059

SV 2017  
arXiv:1706.01473

NNLL/
NNLO

✘ ✘ ✔ ✔ 309

P
A

S
T

P
R

ES
EN

T

http://arxiv.org/abs/hep-ph/0506225
http://arxiv.org/abs/arXiv:1309.3507
http://arxiv.org/abs/arXiv:1407.3311
http://arxiv.org/abs/arXiv:1401.5078
http://arxiv.org/abs/arXiv:1703.10157
http://arxiv.org/abs/arXiv:1706.01473


Number of data points: 8059 
Global χ2/dof = 1.55  
 

First global fit of TMDs
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Pavia2016: first fit putting together  
semi-inclusive DIS, Drell-Yan and Z production

SIDIS Drell-Yan Z production
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It’s the dawn of TMD global fits era

…but there’s still a lot of climbing to be done
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3

We made the following choices for the nonperturbative terms

gK(bT ) = �g2b
2
T /2, with Q0 = 1 GeV (12)

f̂f
NP(x, bT ) =

hk2
?ie�hk

2
?i

b2T
4 + �hk02

?i
⇣
1� hk02

?i
b2T
4

⌘
e�hk

02
?i

b2T
4

(hk2
?i+ �hk02

?i)
(13)

with We choose the following functional form for the average square transverse momentum of flavor a:

⌦
k2
?,a

↵
(x) =

⌦
k̂2
?,a

↵ (1� x)↵x�

(1� x̂)↵x̂�
, where

⌦
k̂2
?,a

↵
⌘

⌦
k2
?,a

↵
(x̂), and x̂ = 0.1. (14)

hk̂2
?,ai, ↵, �, are free parameters.

⌦
P 2
?,a~h

↵
(z) =

⌦
P̂ 2
?,a~h

↵ (z� + �) (1� z)�

(ẑ� + �) (1� ẑ)�
where

⌦
P̂ 2
?,a~h

↵
⌘

⌦
P 2
?,a~h

↵
(ẑ), and ẑ = 0.5. (15)

The free parameters �, �, and � are equal for all kinds of fragmentation functions.

III. DATA SELECTION

HERMES HERMES HERMES HERMES

p! ⇡+ p! ⇡� p! K+ p! K�

Reference [? ]

Cuts

Q2 > 1.4 GeV2

0.2 < z < 0.7

PhT < Min[0.2 Q, 0.6 Qz] + 0.5 GeV

Points 188 186 187 185

Max. Q2 9.2 GeV2

x range 0.06 < x < 0.4

Notes

�2/points 4.24 3.49 0.63 1.00

TABLE I: Semi-inclusive DIS proton-target data

IV. RESULTS

V. CONCLUSIONS AND OUTLOOK
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Based on this experience we have formulated some simple ansatzes for fNP .

• Model 1 : This ansatz uses the fact that the simplest even-b function with exponent asymp-
totics is the hyperbolic cosine. The model reads

fNP (b) =
cosh

⇣⇣
�2
�1

�
�1
2

⌘
b
⌘

cosh
⇣⇣

�2
�1

+ �1
2

⌘
b
⌘ , (3.7)

where �1[GeV] > 0 and �2[GeV2] > 0 are free parameters. The advantage of this model is its
simplicity and independence of the Bjorken variable. The model 1 has a quadratic (Gaussian)
behavior at small-b fNP ⇠ e��2b

2

and exponential behavior at large-b fNP ⇠ e��1b.

• Model 2 : The model 2 reads

fNP (z, b) = exp

0

@ ��2zb2q
1 + z2b2 �2

2

�2
1

1

A , (3.8)

where �1[GeV] > 0 and �2[GeV2] > 0 are free parameters. In this model we attempt to
incorporate the theoretical expectations on the z-dependence of fNP . So, the model 2 has a
zb2-behavior at small-b fNP ⇠ e��2zb

2

and exponential behavior at large-b fNP ⇠ e��1b.

Both models have two parameters, which we include in the parameterization such that the
parameter �1[GeV] dictates the asymptotical behavior at large b. and the parameter �2[GeV2] gives
the quadratic term. A priory, the parameter �1 should be of order of m⇡ ⇠ 0.14 GeV, since it is the
only natural scale of strong forces at large distances. The parameter �2[GeV2] roughly corresponds
to the size of the leading power correction to small-b OPE, see sec. 2.3. We can associate �2 with
the scale B as �2 ⇠ B�2. In ref. [12] we have estimated the size of this parameter in the large-�0

approximation as �2 ⇠ 0.075 GeV2.
Additionally, to the parameters �1,2 we have studied the parameter gK [GeV2] > 0, which

parametrizes the non-perturbative contribution to the rapidity evolution kernel D (see eq. (2.20)).
The importance of this parameter is not clear from the literature. In ref. [12] we have estimated its
size in the large-�0 approximation as 0.01±0.03 GeV2, i.e. consistent with zero. Also, the fit of [20]
shows a negligible influence of this parameter on the final results. Therefore, in the following we
consider both possibilities gK = 0 and gK 6= 0. In section 3.7, we demonstrate that the parameter
gK is important at lower perturbative order, but its influence is negligible at NNLL/NNLO.

3.4 The domain of TMD factorization

The TMD factorization is restricted to the small-qT range. The size of the allowed qT -region is a
priory unknown. We have not found any phenomenological studies on this point but only some
statement on the strong dependence of the fit on the qT -window. A specific study on TeVatron
Z-boson production data in ref. [71] shows that the Y-term contribution is extremely marginal for
qT < 30 GeV.

In order to make a qualitative study, we introduce the parameter �T and we consider all data
points with qT < �TQ. The amount of data points which are allowed by such a restriction are
shown in the table 10. In order to estimate the maximum value of �T we perform a series of fits
with increasing values of �T . Ideally, the �2/d.o.f. and the fitting parameters should be stable
within and unstable outside of the allowed �T interval. In this way, considering the dependence on
�T one should find an interval of �T for which the fit is not sensitive to the Y -term. This point
indicates the region of TMD-factorization, and should not depend of the perturbative order.
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Q2 = 1 GeV2

The fact that it goes to zero at x=1 is built in, but the sharp decrease is coming 
from data. However, it could still be an artefact of x and Q2 correlations

http://arxiv.org/abs/arXiv:1703.10157
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Improvement in perturbative accuracy
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GeV. The theoretical error is estimated changing c1,2,3 in the range (0.5, 2) at each perturbative order. The
nonpertubative input is provided by model 2. The sub-panels show the ratio of deviation to the central line
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FIG. 9: The multiplicities Mh+

D obtained from Eqs. (12) and (8), with the parameters of Eq. (16), are compared
with COMPASS measurements for h+ SIDIS production o↵ a deuteron target [16]. The shaded uncertainty bands
correspond to a 5% variation of the total �2.

although the resulting value of �2
dof remains rather large. Notice that this normalisation issue is not ob-

served in the HERMES multiplicities and its origin, at present, cannot easily be explained and deserves
further studies.

Some general comments on COMPASS results, inspired and guided by our grouping of the data in the
panels of Figs. 9 and 10 and by the study presented in Fig. 11, could help to understand the origin of
the large values of �2

dof . Let us consider, for example, the data in the di↵erent panels of the same row in
Fig. 9. The multiplicity data grouped there have all very similar values of Q2 and are separated in bins
of z; one can notice, going from left to right, that data with very close value of Q2 and z, still show a
sharp x dependence. This can hardly be reproduced by Eq. (12), even considering eventual higher order
corrections. Similar considerations apply to Fig. 10.

The large �
2 which persists even in the case in which we correct with Ny, is mainly due to some

particular subsets of data, as one can see from Figs. 12 and 13 looking at the rightmost lower panels. These
data, if compared with those in the panels to their immediate left (which have very similar values of the
binned kinematical variables) show a sudden sharp change, which our smooth Gaussian parameterisation
is unable to describe. Such a sharp change corresponds to the first, lowest y point, in Fig. 11.
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sharp x dependence. This can hardly be reproduced by Eq. (12), even considering eventual higher order
corrections. Similar considerations apply to Fig. 10.

The large �
2 which persists even in the case in which we correct with Ny, is mainly due to some

particular subsets of data, as one can see from Figs. 12 and 13 looking at the rightmost lower panels. These
data, if compared with those in the panels to their immediate left (which have very similar values of the
binned kinematical variables) show a sudden sharp change, which our smooth Gaussian parameterisation
is unable to describe. Such a sharp change corresponds to the first, lowest y point, in Fig. 11.

Problems with normalisation

The problem is unresolved even with new COMPASS data

Anselmino, Boglione, Gonzalez,  
Melis, Prokudin, JHEP 1404 (14)
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Old predictions (DSS07) @ LO
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At high qT, the collinear formalism should be valid, but large 
discrepancies are observed

N. Sato’s talk at SPIN 2018 and arXiv:1808.04396

http://arxiv.org/abs/arXiv:1808.04396
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New predictions (JAM18) @ NLO (DDS)
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N. Sato’s talk at SPIN 2018 and arXiv:1808.04396

The discrepancies could be largely resolved by sharply modifying the 
gluon collinear fragmentation function

a strict application of the qT < Q requirement  
leaves very little room for TMD physics

http://arxiv.org/abs/arXiv:1808.04396
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F. Piacenza’s talk at SPIN 2018, article in preparation

Cannot be fixed by changing fragmentation functions…  
Higher twist? QED radiation?
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Signori, Bacchetta, Radici, Schnell JHEP 1311 (13) 

The bottom message is: there is room for  
flavour dependence, but we don’t control it well 
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Table 13 Results of the mW+ − mW− measurements in the electron
and muon decay channels, and of the combination. The table shows
the statistical uncertainties; the experimental uncertainties, divided into
muon-, electron-, recoil- and background-uncertainties; and the mod-

elling uncertainties, separately for QCD modelling including scale vari-
ations, parton shower and angular coefficients, electroweak corrections,
and PDFs. All uncertainties are given in MeV

Channel mW+ − mW−
[MeV]

Stat. Unc. Muon Unc. Elec. Unc. Recoil Unc. Bckg. Unc. QCD Unc. EW Unc. PDF Unc. Total Unc.

W → eν −29.7 17.5 0.0 4.9 0.9 5.4 0.5 0.0 24.1 30.7

W → µν −28.6 16.3 11.7 0.0 1.1 5.0 0.4 0.0 26.0 33.2

Combined −29.2 12.8 3.3 4.1 1.0 4.5 0.4 0.0 23.9 28.0

 [MeV]Wm
80250 80300 80350 80400 80450 80500

ALEPH

DELPHI

L3

OPAL

CDF

D0

+ATLAS W

−ATLAS W

±ATLAS W

ATLAS

Measurement
Stat. Uncertainty
Full Uncertainty

Fig. 28 The measured value of mW is compared to other published
results, including measurements from the LEP experiments ALEPH,
DELPHI, L3 and OPAL [25–28], and from the Tevatron collider exper-
iments CDF and D0 [22,23]. The vertical bands show the statistical
and total uncertainties of the ATLAS measurement, and the horizontal
bands and lines show the statistical and total uncertainties of the other
published results. Measured values of mW for positively and negatively
charged W bosons are also shown

In this process, uncertainties that are anti-correlated
betweenW+ andW− and largely cancel for themW measure-
ment become dominant when measuringmW+−mW− . On the
physics-modelling side, the fixed-order PDF uncertainty and
the parton shower PDF uncertainty give the largest contribu-
tions, while other sources of uncertainty only weakly depend
on charge and tend to cancel. Among the sources of uncer-
tainty related to lepton calibration, the track sagitta correc-
tion dominates in the muon channel, whereas several residual
uncertainties contribute in the electron channel. Most lep-
ton and recoil calibration uncertainties tend to cancel. Back-
ground systematic uncertainties contribute as the Z and mul-
tijet background fractions differ in the W+ and W− channels.
The dominant statistical uncertainties arise from the size of
the data and Monte Carlo signal samples, and of the control
samples used to derive the multijet background.

The mW+ − mW− measurement results are shown in
Table 13 for the electron and muon decay channels, and for
the combination. The electron channel measurement com-
bines six categories (pℓ

T and mT fits in three |ηℓ| bins), while

 [MeV]Wm
80320 80340 80360 80380 80400 80420

LEP Comb. 33 MeV±80376

Tevatron Comb. 16 MeV±80387

LEP+Tevatron 15 MeV±80385

ATLAS 19 MeV±80370

Electroweak Fit 8 MeV±80356

Wm
Stat. Uncertainty
Full Uncertainty

ATLAS

Fig. 29 The present measurement of mW is compared to the SM pre-
diction from the global electroweak fit [16] updated using recent mea-
surements of the top-quark and Higgs-boson masses, mt = 172.84 ±
0.70 GeV [122] and mH = 125.09 ± 0.24 GeV [123], and to the com-
bined values of mW measured at LEP [124] and at the Tevatron col-
lider [24]

the muon channel has four |ηℓ| bins and eight categories in
total. The fully combined result is

mW+ − mW− = −29.2 ± 12.8(stat.)

± 7.0(exp. syst.)

± 23.9(mod. syst.) MeV

= −29.2 ± 28.0 MeV,

where the first uncertainty is statistical, the second corre-
sponds to the experimental systematic uncertainty, and the
third to the physics-modelling systematic uncertainty.

12 Discussion and conclusions

This paper reports a measurement of the W -boson mass with
the ATLAS detector, obtained through template fits to the
kinematic properties of decay leptons in the electron and
muon decay channels. The measurement is based on proton–
proton collision data recorded in 2011 at a centre-of-mass
energy of

√
s = 7 TeV at the LHC, and corresponding to an

integrated luminosity of 4.6 fb−1. The measurement relies
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All analyses assume that 
TMDs are not flavour 
dependent.  
What happens if they are?

https://arxiv.org/abs/1701.07240
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3

for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [39–42].

Template fit. Following the scheme introduced
in [26, 43], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as
before, using the MSTW2008 NLO PDF set [44], setting

central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [36, 38].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent set
for the nonperturbative parameters. Then, for each “Z-
equivalent” flavor-dependent set we generate pseudodata
with lower statistics (75 M events) for the same leptonic
observables with the fixed value MW = 80.385 GeV 2.
Finally, for each pseudodata set we compute the �2 of
the various templates and we identify the template with
minimum �2 in order to establish how large is the shift in
MW induced by a particular choice of flavor-dependent
nonperturbative parameters. The statistical uncertainty
of the template-fit procedure has been estimated by con-
sidering statistically equivalent those templates for which
��2 = (�2

� �2
min)  1. Consequently, we quote an

uncertainty of 4 MeV for each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.
2
The factor-of-10 reduction in statistics between templates and

pseudodata is justified by a sanity check performed analyzing the

�2
profile of di↵erent samples with the same inputs but di↵erent

statistics [26].

narrow, medium, large  
narrow, large, narrow 
large, narrow, large 
large, medium, narrow 
medium, narrow, large

• Take the “Z-equivalent” flavour-dependent 
parameter sets and compute low-statistics (135M) 
mT and pTl distributions

➡ these are our pseudodata

• Take the flavour-independent parameter set and 
compute high-statistics (750M) mT and pTl 
distributions for 30 different values of MW

➡  these are our templates

• perform the template fit procedure and 
compute the shifts induced by flavour effects

• transverse mass: zero or few MeV shifts, generally 
favouring lower values for W- (preferred by EW fit)

• lepton pt: quite important shifts (W+ set 3: 9 MeV, 
envelope: up to 15 MeV)

Impact on the determination of MW

NLL+LO QCD analysis obtained through a modified version of the 

DYRes code [Catani, deFlorian, Ferrera, Grazzini (2015)]


(LHC 7 TeV, ATLAS acceptance cuts)


Statistical uncertainty: 2.5 MeV 
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which is flavor independent (but, in principle, di↵erent
for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [40–43].

Template fit. Following the scheme introduced
in [26, 44], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as

before, using the MSTW2008 NLO PDF set [45], setting
central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [37, 39].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent
set for the nonperturbative parameters. Then, for
each “Z-equivalent” flavor-dependent set we generate
pseudodata with lower statistics (135 M events) for
the same leptonic observables with the fixed value
MW = 80.385 GeV. Finally, for each pseudodata set we
compute the �2 of the various templates and we identify
the template with minimum �2 in order to establish how
large is the shift in MW induced by a particular choice
of flavor-dependent nonperturbative parameters. The
statistical uncertainty of the template-fit procedure has
been estimated by considering statistically equivalent
those templates for which ��2 = (�2

� �2
min)  1.

Consequently, we quote an uncertainty of 2.5 MeV for
each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

As expected, the shifts induced by the analysis per-

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.

4

�MW+ �MW�

Set mT pT ` mT pT `

1 0 -1 -2 3
2 0 -6 -2 0
3 -1 9 -2 -4
4 0 0 -2 -4
5 0 4 -1 -3

TABLE II: Shifts in MW± (in MeV) induced by the cor-
responding sets of flavor-dependent intrinsic transverse mo-
menta outlined in Tab. I (Statistical uncertainty: 2.5 MeV).

formed on pT ` are generally larger than for the mT case,
since the latter is less sensitive to qWT -modelling e↵ects.

For set 3, the shift induced on MW+ by the pT ` analy-
sis is 9 MeV, its size is particularly large if compared to
the corresponding uncertainty quoted by ATLAS (3 MeV).
In general, taking also into account the statistical uncer-
tainty of our analysis, the absolute value of the shifts
induced when considering the pT ` observable could ex-
ceed 10 MeV. For MW� the shifts are less significant and
fall within a 2-� interval around zero.

In the kinematic conditions under consideration, W+

bosons are dominantly produced by a ud̄ partonic pro-
cess, with the u coming from the valence region. As
a consequence, we observe that sets characterized by a
larger value of the combination guv

NP + gds
NP (sets 3 and

5) lead to positive shifts in the value of MW+ , while sets
with a smaller value of guv

NP + gds
NP (set 2) lead to neg-

ative shifts. For W� the situation is less clear, because
the dominant partonic channel is ūd, with similar con-
tributions from the valence and sea components of the
d quark. It seems that sets with smaller values of the
sum of gus

NP + gdv
NP + gus

NP + gds
NP (sets 3, 4, 5) lead to to

negative shifts in the value of MW+ . Set 1 has a large
value of the of the sum of gus

NP + gdv
NP + gus

NP + gds
NP and

leads to a positive shift in MW+ . Set 2, however, violates
the expectations based on these simple arguments.

Di↵erent flavor-dependent sets may induce artificial
asymmetric shifts for MW+ and MW� in the flavor-
independent template fits. For instance, if MW� > MW+

(which corresponds to the ATLAS findings [23]) a template
fit to the pT ` observable based on sets 1 and 2 would
lead to di↵erent shifts �MW� > �MW+ such that
the di↵erence between the two masses is enhanced. In
this case, a fit with the corresponding flavor-dependent
nonperturbative contributions would lead to a reduction
of the mass gap. On the contrary, using sets 3-5 one
would obtain the opposite result.

Outlook and future developments.

In this work, we investigated the uncertainties on the
determination of MW at the LHC induced by a possi-
ble flavor dependence of the partonic intrinsic transverse
momentum. From these outcomes, we point out that a
“flavor-blind” data analysis may not be a su�ciently ac-

curate option, especially when a total uncertainty lower
than 10 MeV is expected for MW at the LHC [46].

Future data from flavor-sensitive processes such as
SIDIS (from the 12 GeV upgrade at Je↵erson Lab [47],
from the COMPASS collaboration [48], and from a future
Electron-Ion Collider with both proton and deuteron
beams [42, 43]) will shed new light on the flavor de-
composition of the unpolarized TMD PDF. These low-
energy SIDIS data involve also the study of the flavor
dependence in the fragmentation function (the unpolar-
ized TMD FF). Therefore, new data from semi-inclusive
e+e� annihilation will also be needed for the flavor de-
composition of the TMD FF [36].

All these data will improve our knowledge of the
partonic structure of hadrons, and may help in reducing
the uncertainties in precision measurements at high
energies.
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Not taking into account the 
flavour dependence of 
TMDs can lead to errors in 
the determination of the W 
mass

Bacchetta, Bozzi, Radici, Ritzmann, Signori, arXiv:1807.02101

We tried some judicious choices of flavour dependent widths and checked

http://arxiv.org/abs/arXiv:1807.02101
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See talk by Luciano



JLab data
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Patrizia’s talk and M. Mirazita’s talk at SPIN 2018

Just one day 

AWESOME!
(But remember that we want them in multidimensional binning)



Evolution of TMD fragmentation funct.
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Bacchetta, Echevarria, Signori, Radici, arXiv:1508.00402
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Measurements of TMD multiplicities will be really useful!

http://arxiv.org/abs/arXiv:1508.00402
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To better test the formalism, we would need more data covering the same x 
range and spanning over a large range in Q2.  



In five to ten years

• TMD multiplicities for pions and kaons, off protons and deuterons, from 
COMPASS and JLab 

• Drell-Yan and Z measurements from CERN, RHIC, FermiLab (COMPASS with 
pions) 

• TMD multiplicities for pions and kaons in e+e− from BELLE and BES 

• Better understanding and control of higher-order QCD corrections 

• More flexible functional forms, flavour dependence, at least two or three 
alternative extractions 

• Use TMDs for something else (W mass… comparison with lattice… Wigner 
distributions…) 

• READY TO USE EIC DATA
 35


