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1) Transverse-Momentum-Dependent distributions (TMDs)

2) formalism

2) extractions : unpolarized 

3) extractions : polarized (Sivers)
 
4) gluon TMDs

5) spin-1 TMDs



TMDs
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References (intro and reviews) :

- “The 3D structure of the nucleon” EPJ A (2016) 52
- J.C. Collins “Foundations of perturbative QCD” 
- P.J. Mulders’ lecture notes 
- TMD collaboration summer school
- A. Bacchetta’s lecture notes

https://link.springer.com/journal/10050/topicalCollection/AC_628286e999d9a60c9a780398df15f93d
https://link.springer.com/journal/10050/topicalCollection/AC_628286e999d9a60c9a780398df15f93d
https://www.nikhef.nl/%257Epietm/COR-0.pdf
https://www.nikhef.nl/%257Epietm/COR-0.pdf
http://www.physics.arizona.edu/~fleming/Main.html
http://www.physics.arizona.edu/~fleming/Main.html
http://www2.pv.infn.it/%257Ebacchett/teaching/Bacchetta_Trento2012.pdf
http://www2.pv.infn.it/%257Ebacchett/teaching/Bacchetta_Trento2012.pdf


The hadronic landscape
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The European Physical Journal A
Volume 52 / No 6 (June 2016)

Manifestation of hadron structure in scattering processes



The hadronic landscape
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The European Physical Journal A
Volume 52 / No 6 (June 2016)

Nature is “smooth” : understand the link between TMDs & PDFs

Manifestation of hadron structure in scattering processes
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�ij(k, P ;S, T ) ⇠ F.T. hPST |  ̄j(0) U[0,⇠]  i(⇠) |PST i|LF

extraction of a quark
not collinear with the proton
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T f?
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?
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TABLE I. Twist-2 quark transverse-momentum-dependent distribution functions. U,L,T correspond to unpolarized, longi-

tudinally polarized and transversely polarized nucleons (rows) and quarks (columns). Blue and black functions are T-even.

Functions in black survive transverse momentum integration (rank-0 in pT ). Functions in red are T-odd.

gluon pol.

U circ. lin.

n
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U fg
1 h?g

1

L gg1 h?g
1L

T f?g
1T gg1T hg

1, h
?g
1T

TABLE II. Twist-2 gluon transverse-momentum-dependent distribution functions. U,L,T correspond to unpolarized, longitu-

dinally polarized and transversely polarized nucleons. U, circ., lin. correspond to unpolarized, circularly polarized and linearly

polarized gluons. Functions in blue are T-even. Functions in black are T-even and survive integration over pT . Functions in

red are T-odd.

Quarks �+ �+�5 i�i+�5

U f1 h?
1

L g1 h?
1L

T f?
1T g1T h1, h

?
1T

LL f1LL h?
1LL

LT f1LT g1LT h1LT , h
?
1LT

TT f1TT g1TT h1TT , h
?
1TT

TABLE III. An overview of the leading-twist quark TMD PDFs for unpolarized (U), vector polarized (L or T), and tensor

polarized (LL, LT, or TT) hadrons. The functions indicated in boldface also occur as collinear PDFs, and the ones in red

are T -odd. The Dirac structures �+
, �+�5

, and i�i+�5
=

1
2 [�

+, �i
]�5

correspond to unpolarized, longitudinally polarized, and

transversely polarized quarks respectively.

extraction of a quark
not collinear with the proton

bold : also collinear
red : time-reversal odd (universality properties)

encode all the possible
spin-spin and spin-orbit

correlation 
between the proton 
and its constituents

unpolarized TMD PDF

Sivers TMD PDF
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quark pol.

U L T
nu

cl
eo

n
po

l.
U f1 h�1

L g1L h�1L

T f�1T g1T h1, h�1T

Twist-2 TMDs

Lu, Ma, Schmidt, arXiv:0912.2031 
Lefky, Prokudin arXiv:1411.0580
Barone, Boglione, Gonzalez, Melis, 
arXiv:1502.04214 

see, e.g, Bacchetta, Radici, arXiv:1107.5755
Anselmino, Boglione, Melis, PRD86 (12) 
Echevarria, Idilbi, Kang, Vitev, PRD 89 (14)
Anselmino, Boglione, D’Alesio, Murgia, Prokudin, arXiv:
1612.06413
Anselmino et al., PRD87 (13) 
Kang et al. arXiv:1505.05589

Theory, data, fits : we are in a position to start validating the formalism

Only first attempts

Limited data, theory, fits

http://arxiv.org/abs/arXiv:0912.2031
http://arxiv.org/abs/arXiv:0912.2031
http://arxiv.org/abs/arXiv:1411.0580
http://arxiv.org/abs/arXiv:1411.0580
http://arxiv.org/abs/arXiv:1502.04214
http://arxiv.org/abs/arXiv:1502.04214
http://arxiv.org/abs/arXiv:1107.5755
http://arxiv.org/abs/arXiv:1107.5755
http://arxiv.org/abs/arXiv:1612.06413
http://arxiv.org/abs/arXiv:1612.06413
http://arxiv.org/abs/arXiv:1612.06413
http://arxiv.org/abs/arXiv:1612.06413
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quark pol.
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U f1 h�1

L g1L h�1L

T f�1T g1T h1, h�1T

Twist-2 TMDs

Lu, Ma, Schmidt, arXiv:0912.2031 
Lefky, Prokudin arXiv:1411.0580
Barone, Boglione, Gonzalez, Melis, 
arXiv:1502.04214 

see, e.g, Bacchetta, Radici, arXiv:1107.5755
Anselmino, Boglione, Melis, PRD86 (12) 
Echevarria, Idilbi, Kang, Vitev, PRD 89 (14)
Anselmino, Boglione, D’Alesio, Murgia, Prokudin, arXiv:
1612.06413
Anselmino et al., PRD87 (13) 
Kang et al. arXiv:1505.05589

Theory, data, fits : we are in a position to start validating the formalism

Only first attempts

Limited data, theory, fits

Big effort at JLab to
explore all of them 

http://arxiv.org/abs/arXiv:0912.2031
http://arxiv.org/abs/arXiv:0912.2031
http://arxiv.org/abs/arXiv:1411.0580
http://arxiv.org/abs/arXiv:1411.0580
http://arxiv.org/abs/arXiv:1502.04214
http://arxiv.org/abs/arXiv:1502.04214
http://arxiv.org/abs/arXiv:1107.5755
http://arxiv.org/abs/arXiv:1107.5755
http://arxiv.org/abs/arXiv:1612.06413
http://arxiv.org/abs/arXiv:1612.06413
http://arxiv.org/abs/arXiv:1612.06413
http://arxiv.org/abs/arXiv:1612.06413


The frontier
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Nucleon tomography in momentum space:
 to understand how hadrons are built in terms of the

elementary degrees of freedom of QCD 

A selection of open questions (formalism) :

1) How well do we understand collinear and TMD factorization ? 

2) How (well) can we match collinear and TMD factorization ?

3) can we quantify factorization breaking effects ?

4) how can we investigate gluon TMDs ?

... 

High-energy phenomenology: 
to improve our understanding of 

high-energy scattering experiments and 
their potential to explore BSM physics
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Nucleon tomography in momentum space:
 to understand how hadrons are built in terms of the

elementary degrees of freedom of QCD 

High-energy phenomenology: 
to improve our understanding of 

high-energy scattering experiments and 
their potential to explore BSM physics

More open questions (phenomenology) :

1) what is the functional form of TMDs at low transverse momentum ?

2) what is its kinematic and flavor dependence ?

3) can we attempt a global fit of TMDs ? 

4) can we test the generalized universality of TMDs ?

5) what’s the impact of hadron structure on the determination of Standard Model 
parameters ?



TMD & collinear factorization
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References:

- J.C. Collins “Foundations of perturbative QCD” 
- SCET literature
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Collinear and TMD factorization

Let’s consider a process with 
three separate scales:

⇤QCD ⌧ qT ⌧ Qhadronic 
mass scale

(related to the) 
transverse momentum of the observed particle

hard scale 

The ratios ⇤QCD/Q ⇤QCD/qT qT /Q

select the factorization theorem that we rely on.

According to their values we can access different 
“projections” of hadron structure

(SIDIS, Drell-Yan, e+e- to hadrons, 
pp to quarkonium, ... )



Collinear and TMD factorization
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emergence of TMD and collinear distributions 
from factorization theorems

qT � Q

d�/dqT

collinear PDFs

qT⇤QCD Q

⇠ �A(xa) �B(xb)

The key of phenomenology : 

fixed Q, variable qT

relative error = O(ƛQCD/qT)

degraded
description!

fixed-order term

collinear
factorization
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TMD
factorization

�A(xa,kTa) �B(xb,kTb) ⇠ TMD PDFs

emergence of TMD and collinear distributions 
from factorization theorems

The key of phenomenology : 

qTQ

⇠ �A(xa) �B(xb)

collinear PDFs

qT ⌧ Q
d�/dqT

⇤QCD

relative error = O(qT/Q)
degraded

description!

resummed term
(W)

fixed-order term

collinear
factorization

fixed Q, variable qT



Collinear and TMD factorization
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emergence of TMD and collinear distributions 
from factorization theorems

The key of phenomenology : 

TMD
factorization

qTQ

collinear PDFs

qT ⌧ Q
d�/dqT

⇤QCD

W, relative error = O(qT/Q)

Matching 
region

resummed term
(W)

fixed-order term

F.O., relative error = O(ƛQCD/qT)

degraded
descriptionsTMD PDFs

We need a prescription to deal with the region
where both descriptions are not good

collinear
factorization

fixed Q, variable qT
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emergence of TMD and collinear distributions 
from factorization theorems

The key of phenomenology : 

TMD
factorization

qTQ

collinear PDFs

qT ⌧ Q
d�/dqT

⇤QCD

Matching 
region

resummed term
(W)

fixed-order term

degraded
descriptionsTMD PDFs

The extraction of the nonperturbative part
of TMDs is affected by the 

description of the whole qT range

Crucial, especially at low Q (e.g. JLab kinematics),
where the regions shrink

polarization ?

collinear
factorization

fixed Q, variable qT
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FIG. 8. Multiplicities of pions (left panels) and kaons (right panels) for the proton and the deuteron as a function of Ph?, xB,
and Q

2 in four z bins. Positive charge is on the left and negative charge is on the right of each panel. Uncertainties are as in
Fig. 4.

hermes

Airapetian et al., PRD87 (2013)

HERMES, Q ≈ 1.5 GeV
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FIG. 8. Multiplicities of pions (left panels) and kaons (right panels) for the proton and the deuteron as a function of Ph?, xB,
and Q

2 in four z bins. Positive charge is on the left and negative charge is on the right of each panel. Uncertainties are as in
Fig. 4.

hermes

Airapetian et al., PRD87 (2013)

HERMES, Q ≈ 1.5 GeV

where !Ng ¼ !! !Nr ¼ !!ð !ng þ !niÞ is used. The covariance
from the "no and " !!ni terms between bins k and l is
!!k !nkl þ !!l !nlk.
The ratio, Rg, of "

2N0
g to "

2Ngð¼ !NgÞ is the variance of
the model relative to the variance of only the produced
events. Figure 6 shows both the ratio and the scaling
correction factor as functions of PT. In the low PT bins,
!no and !ni are separately much larger than !ng. Their effects
are significant as Rg ¼ !!þ !no= !Ng.

For the uncertainty evaluations, the cross section is
rewritten as "# ¼ !!Nr=ðLA0Þ, where A0 % !!A & $. The
uncertainty on L is systematic and is considered sepa-
rately. Thus, the fractional uncertainty on "# is a combi-
nation of the fractional uncertainty of !!Nr and A0. The
fractional uncertainty of !!Nr is defined as the uncertainty
of !!Nr from the model ("NgÞ) divided by !! !Nrð¼ !NgÞ. The
correlation of these fractional uncertainties between PT

bins l and k is given by the fractional covariance matrix:
!Vlk=ð !Ngl

!NgkÞ, where !Vlk is the covariance matrix of the
model, and !Ngl and !Ngk are the !Ng of bin l and k, respec-
tively. The small acceptance fractional uncertainties are
added in quadrature to the diagonal part of the fractional
covariance matrix. The measured cross sections are used to
convert the unitless fractional matrix into units of cross
section squared, and this matrix is used to propagate
uncertainties for the total cross-section measurement
and for the comparison of a prediction with the measured
cross section.

C. Systematic uncertainties

The largest source of uncertainty is the effective inte-
grated luminosity, L. It has an overall uncertainty of 5.8%
that consists of a 4% uncertainty of the acceptance of the
gas Cherenkov luminosity detector [24] to p !p inelastic
collisions and a 4.2% measurement uncertainty. It is com-
mon to all PT bins and not explicitly included. The accep-
tance uncertainty is primarily from the uncertainty in the

beam line and detector geometry (material), and from
the uncertainty in the model of the inelastic cross section.
The inelastic cross-section model contributes 2% to the
acceptance uncertainty. The measurement uncertainty con-
tains the uncertainty of the absolute p !p inelastic cross
section.
The uncertainty on A & $ has a component from the

input electron efficiency measurements which depends
on %det and instantaneous luminosity. The simulation is
used to propagate these electron measurement uncertain-
ties into an uncertainty for the ee-pair PT and to include
correlations of the same measurements. The calculated
uncertainty is uniform and amounts to about 1% over
0<PT < 20 GeV=c. It slowly decreases at higher PT. A
large fraction of the uncertainty is due to plug-electron
measurement uncertainties. The fractional uncertainty de-
creases with PT because the fraction of plug events de-
creases. Because the same measurements are used on all
PT bins, the uncertainty is treated as fully correlated across
bins.
The calorimeter response modeling uncertainty analysis

is limited by the statistical precision of the simulated data.
At the peak of the PT distribution, the statistical uncer-
tainty is 0.3%. The variations on the central and plug
calorimeter global energy scale and resolutions tunings
allowed by the data propagate into changes of A & $ that
are no larger than its statistical uncertainty. These changes
are not independent.

D. Results

The Drell-Yan "#="PT for eþe' pairs in the Z-boson
mass region of 66–116 GeV=c2 is shown in Fig. 7 and
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FIG. 6. RgðPTÞ and !!ðPTÞ. The solid histogram is Rg, the bin
variance of the uncertainty model relative to the variance of the
produced events. The abrupt drops are where the bin size
changes. The lower, dashed histogram is !!.
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FIG. 7 (color online). The "#="PT cross section versus PT.
Cross-section values are plotted at the bin center. The horizontal
bars represent the bin extent and the vertical bars are the cross-
section uncertainties. The solid (black) crosses are the data and
all uncertainties except the integrated luminosity uncertainty are
combined and plotted. The solid (red) histogram is the RESBOS

calculation. The dash-dotted (blue) bars of the PT > 25 GeV=c
region are the FEWZ2 calculation. For the calculations, only
numerical uncertainties are included but they are too small to
be visible. The inset is the PT < 25 GeV=c region with a linear
ordinate scale.
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Fig. 4.

hermes

Airapetian et al., PRD87 (2013)

HERMES, Q ≈ 1.5 GeV

where !Ng ¼ !! !Nr ¼ !!ð !ng þ !niÞ is used. The covariance
from the "no and " !!ni terms between bins k and l is
!!k !nkl þ !!l !nlk.
The ratio, Rg, of "

2N0
g to "

2Ngð¼ !NgÞ is the variance of
the model relative to the variance of only the produced
events. Figure 6 shows both the ratio and the scaling
correction factor as functions of PT. In the low PT bins,
!no and !ni are separately much larger than !ng. Their effects
are significant as Rg ¼ !!þ !no= !Ng.

For the uncertainty evaluations, the cross section is
rewritten as "# ¼ !!Nr=ðLA0Þ, where A0 % !!A & $. The
uncertainty on L is systematic and is considered sepa-
rately. Thus, the fractional uncertainty on "# is a combi-
nation of the fractional uncertainty of !!Nr and A0. The
fractional uncertainty of !!Nr is defined as the uncertainty
of !!Nr from the model ("NgÞ) divided by !! !Nrð¼ !NgÞ. The
correlation of these fractional uncertainties between PT

bins l and k is given by the fractional covariance matrix:
!Vlk=ð !Ngl

!NgkÞ, where !Vlk is the covariance matrix of the
model, and !Ngl and !Ngk are the !Ng of bin l and k, respec-
tively. The small acceptance fractional uncertainties are
added in quadrature to the diagonal part of the fractional
covariance matrix. The measured cross sections are used to
convert the unitless fractional matrix into units of cross
section squared, and this matrix is used to propagate
uncertainties for the total cross-section measurement
and for the comparison of a prediction with the measured
cross section.

C. Systematic uncertainties

The largest source of uncertainty is the effective inte-
grated luminosity, L. It has an overall uncertainty of 5.8%
that consists of a 4% uncertainty of the acceptance of the
gas Cherenkov luminosity detector [24] to p !p inelastic
collisions and a 4.2% measurement uncertainty. It is com-
mon to all PT bins and not explicitly included. The accep-
tance uncertainty is primarily from the uncertainty in the

beam line and detector geometry (material), and from
the uncertainty in the model of the inelastic cross section.
The inelastic cross-section model contributes 2% to the
acceptance uncertainty. The measurement uncertainty con-
tains the uncertainty of the absolute p !p inelastic cross
section.
The uncertainty on A & $ has a component from the

input electron efficiency measurements which depends
on %det and instantaneous luminosity. The simulation is
used to propagate these electron measurement uncertain-
ties into an uncertainty for the ee-pair PT and to include
correlations of the same measurements. The calculated
uncertainty is uniform and amounts to about 1% over
0<PT < 20 GeV=c. It slowly decreases at higher PT. A
large fraction of the uncertainty is due to plug-electron
measurement uncertainties. The fractional uncertainty de-
creases with PT because the fraction of plug events de-
creases. Because the same measurements are used on all
PT bins, the uncertainty is treated as fully correlated across
bins.
The calorimeter response modeling uncertainty analysis

is limited by the statistical precision of the simulated data.
At the peak of the PT distribution, the statistical uncer-
tainty is 0.3%. The variations on the central and plug
calorimeter global energy scale and resolutions tunings
allowed by the data propagate into changes of A & $ that
are no larger than its statistical uncertainty. These changes
are not independent.

D. Results

The Drell-Yan "#="PT for eþe' pairs in the Z-boson
mass region of 66–116 GeV=c2 is shown in Fig. 7 and
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FIG. 6. RgðPTÞ and !!ðPTÞ. The solid histogram is Rg, the bin
variance of the uncertainty model relative to the variance of the
produced events. The abrupt drops are where the bin size
changes. The lower, dashed histogram is !!.
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FIG. 7 (color online). The "#="PT cross section versus PT.
Cross-section values are plotted at the bin center. The horizontal
bars represent the bin extent and the vertical bars are the cross-
section uncertainties. The solid (black) crosses are the data and
all uncertainties except the integrated luminosity uncertainty are
combined and plotted. The solid (red) histogram is the RESBOS

calculation. The dash-dotted (blue) bars of the PT > 25 GeV=c
region are the FEWZ2 calculation. For the calculations, only
numerical uncertainties are included but they are too small to
be visible. The inset is the PT < 25 GeV=c region with a linear
ordinate scale.
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Width of TMDs changes of one order of magnitude: 
we can we explain this with TMD evolution
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crucial for analyses 
of TMD FFs !!
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Data: kinematic coverage
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On top of extending data set, many improvements are needed: 
higher perturbative orders, matching with high transverse momentum, 
flavor dependence, flexible functional forms…

data sets available:

collinear PDFs
vs 

TMD PDFs
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Framework HERMES COMPASS DY Z 
production

N of points
KN 2006

 hep-ph/0506225 LO-NLL ✘ ✘ ✔ ✔ 98
Pavia 2013

(+Amsterdam, Bilbao)
 arXiv:1309.3507

No evo 
(QPM) ✔ ✘ ✘ ✘ 1538

Torino 2014
(+JLab)

 arXiv:1312.6261

No evo 
(QPM)

✔
(separately)

✔

(separately) ✘ ✘
576 (H)

6284 (C)
DEMS 2014

arXiv:1407.3311 NLO-NNLL ✘ ✘ ✔ ✔ 223

EIKV 2014
 arXiv:1401.5078 LO-NLL 1 (x,Q2) bin 1 (x,Q2) bin ✔ ✔ 500 (?)

Pavia/JLab 2017
arXiv:1703.10157 LO-NLL ✔ ✔ ✔ ✔ 8059

SV 2017
arXiv:1706.01473

NNLO-
NNLL ✘ ✘ ✔ ✔ 309

(only a selection of results!)

( courtesy A. Bacchetta )

http://arxiv.org/abs/hep-ph/0506225
http://arxiv.org/abs/hep-ph/0506225
http://arxiv.org/abs/arXiv:1309.3507
http://arxiv.org/abs/arXiv:1309.3507
http://arxiv.org/abs/arXiv:1407.3311
http://arxiv.org/abs/arXiv:1407.3311
http://arxiv.org/abs/arXiv:1401.5078
http://arxiv.org/abs/arXiv:1401.5078
http://arxiv.org/abs/arXiv:1703.10157
http://arxiv.org/abs/arXiv:1703.10157
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Framework HERMES COMPASS DY Z 
production N of points

Pavia/JLab 2017
arXiv:1703.10157 LO-NLL ✔ ✔ ✔ ✔ 8059

almost a global fit of 
quark unpolarized TMDs

intrinsic momentum: beyond
the Gaussian assumption

PROs CONs

includes TMD evolution

no “pure” info on TMD FFs

accuracy of TMD evolution : 
not the state of the art

replica (bootstrap) 
fitting methodology

kinematic dependence 
in intrinsic part of TMDs

only “low” transverse momentum
(no fixed order and Y-term)

flavor separation in
the transverse 

plane : problematic

http://arxiv.org/abs/arXiv:1703.10157
http://arxiv.org/abs/arXiv:1703.10157
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Fragmentation function is similar
Including TMD PDFs and FFs, in total: 11 free parameters
(4 for TMD PDFs, 6 for TMD FFs, 1 for TMD evolution)
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Hermes P/D into π+: 
problems at low z

12

HERMES HERMES HERMES HERMES

p ! ⇡

+

p ! ⇡

�

p ! K

+

p ! K

�

Points 190 190 189 187

�

2

/points 4.83 2.47 0.91 0.82

TABLE VI: Number of points analyzed and �

2 values for SIDIS o↵ a proton target.

Fixing the target and comparing pion and kaon production at Hermes , we see that the �

2 for kaons is in general
lower than for pions. This is because the theoretical uncertainty for Da!K

1

is larger than the one for Da!⇡

1

[23, 76],
even if the experimental uncertainties are in general smaller for kaons.

SIDIS at Compass involves scattering o↵ deuteron only, D ! h

±, and we identify h ⌘ ⇡. The quality of the
agreement between theory and Compass data is better than in the case of pion production at Hermes . This
depends on at least two factors. First: the fit is essentially driven by the Compass data, since the number of points
in Compass is much higher than in Hermes . Moreover, the observable that we fit for the case of Compass is the
normalized multiplicity, defined in (38). This automatically eliminates any possible tension between theory and data
due to normalization e↵ects.

HERMES HERMES HERMES HERMES COMPASS COMPASS

D ! ⇡
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D ! K
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D ! h

+

D ! h

�

Points 190 190 189 189 3125 3127

�

2

/points 3.46 2.00 1.31 2.54 1.11 1.61

TABLE VII: Number of points analyzed and �

2 values for SIDIS o↵ a deuteron target.

Fig. 1 presents the agreement between the theoretical formula in (3) and the Hermes multiplicities for production
of pions o↵ a proton and a deuteron. Di↵erent hxi, hzi and hQ2i bins are displayed as a funciton of the transverse
momentum of the dected hadron P

hT

. The grey bands are an envelope of the 200 replica of best-fit curves. For every
point in P

hT

we apply a 68% C.L. selection criterion. Points marked with di↵erent symbols and colors correspond
to di↵erent hzi values. There is a strong correlation between hxi and hQ2i that does not allow to explore x and
Q

2 dependence of the TMDs separetely. We notice that the agreement tends to improve as we move to higher Q

2

values, where the kinematic approximations of factorization are more reliable. Moreover, for fixed P

hT

and Q

2, the
agreement is in general better at higher z values, which also resembles the kinematic condition P

hT

/z . Q for TMD
factorization.

Fig. 2 has same content and notation as in Fig. 1 but for kaons in the final state. Here we notice that the agreement
at low z tends to be better than in the previous case of pion production.

In Fig. 3 we present Compass normalized multiplicities (see (38)) for production of ⇡� o↵ a deuteron for di↵erent
hxi, hzi, and hQ2i bins as a funciton of the transverse momentum of the dected hadron P

hT

. The circle around the
first P

hT

point in each panel indicates that the first value is fixed and not fitted. The correlation between x and
Q

2 is less strong than at Hermes and this allows to study di↵erent hxi bins at fixed hQ2i. For the highest Q

2 the
agreement is good for all hxi, hzi and P

2

hT

. In bins at lower Q2, the descriptions is degraded and gets worse especially
as z increases, contrary to Hermes data. For fixed hQ2i and high hzi, a good agreement is recovered moving to higher
hxi bins.

Fig. 4 has same content and notation as in Fig. 3 and the same comments on the agreement between theory and
the data apply.

Drell-Yan processes

The low energy Drell-Yan data collected by the E288 and E605 experiments at Fermilab have large error bands (see
Fig. 5). This is why the �

2 values in Tab. VIII are rather low compared to the other data sets.
The agreement is also good for Z boson production, see Tab. IX. The statistics from Run-II is higher, which

generates smaller experimental uncertainties and higher �2, especially for the CDF experiment.
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Fig. 2 has same content and notation as in Fig. 1 but for kaons in the final state. Here we notice that the agreement
at low z tends to be better than in the previous case of pion production.

In Fig. 3 we present Compass normalized multiplicities (see (38)) for production of ⇡� o↵ a deuteron for di↵erent
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Fig. 4 has same content and notation as in Fig. 3 and the same comments on the agreement between theory and
the data apply.

Drell-Yan processes

The low energy Drell-Yan data collected by the E288 and E605 experiments at Fermilab have large error bands (see
Fig. 5). This is why the �

2 values in Tab. VIII are rather low compared to the other data sets.
The agreement is also good for Z boson production, see Tab. IX. The statistics from Run-II is higher, which

generates smaller experimental uncertainties and higher �2, especially for the CDF experiment.
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E288 [200] E288 [300] E288 [400] E605

Points 45 45 78 35

�

2

/points 0.99 0.84 0.32 1.12

TABLE VIII: Number of points analyzed and �

2 values for fixed-target Drell-Yan experiments at low energy. The labels in
square brackets were introduced in Sec. III C.

CDF Run I D0 Run I CDF Run II D0 Run II

Points 31 14 37 8

�

2

/points 1.36 1.11 2.00 1.73

TABLE IX: Number of points analyzed and �

2 values for Z boson production at Tevatron.

FIG. 5: Drell-Yan di↵erential cross section for di↵erent experiments and di↵erent values of
p
s and for di↵erent hQi bins. For

clarity, each hQi bin has been shifted by an o↵set indicated in the legend. AS: is the cross section di↵erential in Q

2 and rapidity
⌘ (or y?) “Normalized”=?

B. Transverse momentum dependence at 1 GeV

The variables ⇣

min

and ⇣

max

delimit the range in b

T

where transverse momentum resummation is computed per-
turbatively. ⇣

max

allows to avoid the Landau pole and ⇣

min

allows to recover correctly the high transverse momentum
limit of the cross section (see also Sec. II C). The parameter g

2

which enters the nonperturbative Sudakov exponent
quantifies the amount of soft gluons radiated. As already detailed in Sec. II C, in this work we fix the value for ⇣

min

and ⇣

max

in such a way that at Q = 1 GeV the unpolarized TMDs coincide with their nonperturbative input. g

2

,
instead, is a fit parameter.

Tab. X summarizes the chosen values of ⇣
min

, ⇣
max

and the best-fit value for g
2

. The latter is given as an average
with 68% C.L. uncertainty computed over the set of 200 replicas. A similar value (g

2

= 0.184 ± 0.018) was found
in [52]. We stress here that a prescription involving both ⇣

min

and ⇣

max

is equivalent to request µ

2

¯

b

⇤ < Q

2 ⌘ µ

2 for
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from the plots in [76]; they represents the only source of uncertainty in �m

h

N,theo

(we neglected contributions from
PDF uncertainties, since they are typically much smaller). Statistical and systematical experimental uncertainties
�m

h

N,stat

and �m

h

N,sys

are taken from the experimental collaborations. No error correlations are taken into account.
Minuit minimizes the error function in (39) with respect to the vector of parameters {p}. The final outcome is a

set of M di↵erent vectors of best-fit parameters, {p
0r

}, r = 1, . . .M, with which we can calculate any observable, its
mean, and its standard deviation. The distribution of these values needs not to be necessarily Gaussian. In fact, in
this case the 1� confidence interval is di↵erent from the 68% interval. The latter can simply be computed for each
experimental point by rejecting the largest and the lowest 16% of the M values.

Although the minimization is performed on the function defined in (39), the agreement of the M replicas with the
original data is better expressed in terms of a �

2 function defined as in (39) but with the replacement mh

N,r

! m

h

N

,
i.e., with respect to the original data set. If the model is able to give a good description of the data, the distribution
of the M values of �2/d.o.f. should be peaked around one.

IV. RESULTS

AS: Filippo, can you please check the final plots? I can’t run the notebooks in Dropbox because of a problem with
Mathematica.

In the following we detail the results of a fit to the data sets described in Sec. III with a a flavor-independent
configuration for the transverse momentum dependence of unpolarized TMDs. In Tab. V we present the total �2.
The number of degrees of freedom (d.o.f.) is given by the number of data points analyzed reduced by the number of
free parameters in the error function. The overall quality of the fit is good, with a global �2/d.o.f. = 1.55 ± 0.05.
Uncertainties are computed as the 68% confidence level (C.L.) from the replica methodology.

Points Parameters �

2

�

2

/d.o.f.

8059 11 12629± 363 1.55± 0.05

TABLE V: Total number of points analyzed, number of free parameters and �

2 values.

A. Agreement between data and theory

The partition of the global �2 among SIDIS o↵ proton, SIDIS o↵ deuteron, Drell-Yan and Z production events is
given in Tab. VI, VII, VIII, IX respectively.

Semi-inclusive DIS

For SIDIS at Hermes o↵ a proton, events with a kaon in the final state have in general a lower �2. This is due to
the large uncertainties for the kaon FFs. The major contribution to the �

2 comes from events with a ⇡

+ in the final
state. In [23, 77] a poor agreement between experiment and theory (which relies on the DSS parametrization [59] for
collinear FFs) at the level of the collinear multiplicities a↵ected the quality of the fit, especially for ⇡

±. Instead, in
this work we use a newer parametrization of the collinear FFs (DSEHS [58]), based on a fit which includes Hermes
collinear pion multiplicities. This significantly improves the agreement at the collinear level with respect to [23, 77].
The poor �2 for ⇡± production o↵ a proton at Hermes is mainly due to a bad agreement in the TMD multiplciities
at low z values (see the first two blocks from the top in Fig. 1). For kaon production o↵ the proton at Hermes the
agreement at low z is better than for the pions (see the first two blocks from the top in Fig. 2), which, combined with
larger uncertainties, results in lower �2.

For SIDIS at Hermes o↵ a deuteron, the situation is slightly di↵erent with respect to the proton case. For pion
production the �

2 is lower with respect to the scattering o↵ a proton because the experimental uncertainties for
D ! ⇡

± are slightly larger than for p ! ⇡

± (compare the first two blocks from the top with the last two ones in
Fig. 1). On the contrary, for kaon production the �

2 is higher with respect to the scattering o↵ a proton because the
experimental uncertainties for D ! K

± are slightly smaller than for p ! K

± (compare the first two blocks from the
top with the last two ones in Fig. 2).

Flavor independent configuration  |  11 parameters

Hermes kaons better than pions:
larger uncertainties from FFs

Compass : better agreement due to
#points and normalization

Flavor independent scenario
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χ2/dof = 4.80 

The worst of all channels…
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χ2/dof = 4.80 

The worst of all channels…

However normalizing the 
theory curves to the first bin, 

without changing the 
parameters of the fit, χ2/dof 

becomes good
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Flavor independent scenario

Inclusion of DY/Z diminishes the correlation

Red/orange regions : 68% CL from replica method

Inclusion of Compass increases the     
 and reduces its spread

e+e- would further reduce the correlation

Caveat for comparisons : 
NP effects (as the intrinsic momentum) always 

depend on the accuracy 
of the perturbative part ;

determined as observed - calculable

hP 2
?i
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FIG. 4. [Color online] Transverse single-spin asymmetry amplitude for W+ (left plot) and W− (right plot) versus yW compared
with the non TMD-evolved KQ [11] model, assuming (solid line) or excluding (dashed line) a sign change in the Sivers function.
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✓i)
⇤
, ✓i being the polar angles of the final

partons in the virtual photon-hadron cms frame. Note
that A now also receives a contribution from �

⇤

q ! gq,
leading to somewhat smaller asymmetries.

Since the observables involve final-state heavy quarks
or jets, they require high energy colliders, such as a future
Electron-Ion Collider (EIC) or the Large Hadron electron
Collider (LHeC) proposed at CERN. It is essential that
the individual transverse momentaKi? are reconstructed
with an accuracy �K

?

better than the magnitude of the
sum of the transverse momenta K

1?

+K

2?

= qT . Thus
one has to satisfy �K
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|.
An analogous asymmetry arises in QED, in the ‘tri-

dents’ processes `e(p) ! `µ

+

µ

�

e

0(p0 orX) or µ

�

Z !
µ

�

`

¯̀
Z [18–21]. This could be described by the distribu-

tion of linearly polarized photons inside a lepton, pro-
ton, or atom. QCD adds the twist that for gluons inside
a hadron, ISI or FSI can considerably modify the result
depending on the process, for example, in HQ produc-
tion in hadronic collisions: p p ! QQ̄X, which can be
studied at BNL’s Relativistic Heavy Ion Collider (RHIC)
and CERN’s LHC, and p p̄ ! QQ̄X at Fermilab’s Teva-
tron. Since the description involves two TMDs, breaking
of TMD factorization becomes a relevant issue, cf. [14]
and references therein. The cross section for the process
h
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(P
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)+h

2

(P
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)!Q(K
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)+Q̄(K
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)+X can be written in a
way similar to the hadroproduction of two jets discussed
in Ref. [13], in the following form

d�

dy

1

dy

2

d

2K
1?

d

2K
2?

=
↵

2

s

sM

2

?

⇥
h
A(q2

T ) +B(q2

T )q
2

T cos 2(�T � �

?

)

+ C(q2

T )q
4

T cos 4(�T � �

?

)
i
. (7)

Besides q2

T , the terms A, B and C will depend on other,
often not explicitly indicated, variables as z, M

2

Q/M
2
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and momentum fractions x

1

, x
2

obtained from x
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(M
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e

±y1 +M
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±y2 ) /
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In the most naive partonic description the terms A, B,
and C contain convolutions of TMDs. Schematically,
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Terms with higher powers in M

2

Q/M
2

?

are left out. In
Fig. 1 the origin of the factorM2

Q/M
2

?

in the contribution

of h? g
1

to B is explained.
The factorized description in terms of TMDs is prob-

lematic though. In Ref. [14] it was pointed out that for
hadron or jet pair production in hadron-hadron scatter-
ing TMD factorization fails. The ISI/FSI will not allow
a separation of gauge links into the matrix elements of

the various TMDs. Only in specific simple cases, such
as the single Sivers e↵ect, one can find weighted expres-
sions that do allow a factorized result, but with in gen-
eral di↵erent factors for di↵erent diagrams in the partonic
subprocess [22, 23]. Even if this applies to the present
case for A and B as well, actually two di↵erent func-

tions h?g(2)
1

(x) (and f

g(1)
1

(x)) will appear, corresponding
to gluon operators with the color structures fabe fcde and
dabe dcde, respectively [23, 24]. This is similar to what
happens for single transverse spin asymmetries (AN ) in
heavy quark production processes [25–29]. Because there
too two di↵erent (f and d type) gluon correlators arise,
the single-spin asymmetries in D and D̄ meson produc-
tion are found to be di↵erent. However, in the unpo-
larized scattering case considered in this letter the situ-
ation is simpler, since only one operator contributes or
dominates. In the �

⇤

g ! QQ̄ subprocess only the ma-
trix element with the f f -structure appears, while in the
g g ! QQ̄ subprocess relevant for hadron-hadron colli-
sions the d d-structure dominates (the ff -contribution is
suppressed by 1/N2). A side remark on pT broadening
[30–32]: because of the two di↵erent four-gluon opera-

tors for fg(1)
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(x) we expect the broadening �p
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the latter process requires helicity flip in quark propagators
resulting in an M2

Q/M
2
?

factor.

gluon TMD
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h⊥ g
1

h⊥ g
1

±1

±1 ±1

fg
1

±1

fg
1

e p ! e jet jet X p p ! ⌘c Xp p ! J/ � X

see, e.g., 
- Boer, den Dunnen, Pisano, Schlegel, Vogelsang, PRL108 (12)
- den Dunnen, Lansberg, Pisano, Schlegel, PRL 112 (14)
- AS: PhD thesis , arXiv:1602.03405
- AFTER@LHC working group: arXiv:1702.01546 , arXiv:1610.05228 , .... 
- Echevarria et al. arXiv:1502.05354 
- ...

gluon TMD
gluon TMD

gluon TMD

gluon TMD

http://arxiv.org/abs/arXiv:1602.03405
http://arxiv.org/abs/arXiv:1602.03405
http://arxiv.org/abs/arXiv:1702.01546
http://arxiv.org/abs/arXiv:1702.01546
http://arxiv.org/abs/arXiv:1610.05228
http://arxiv.org/abs/arXiv:1610.05228
http://arxiv.org/abs/arXiv:1502.05354
http://arxiv.org/abs/arXiv:1502.05354
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Non perturbative intrinsic kT effects

Uncertainties in the normalized qT
spectrum of the Higgs boson at the
LHC. NNLL+NLO uncertainty bands
(solid) compared to an estimate of NP
effects with smearing parameter
gNP = 1.67− 5.64GeV 2 (dashed).

The qT spectrum has a strong
sensitivity from collinear PDFs
(especially from the gluon density).
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Overview on qT resummation 22/24
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- quark TMDs : Phys.Rev. D62 (2000) 114004
- gluon TMDs : JHEP 1610 (2016) 013 
- ... 
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xP

P kT

�ij(k, P ;S, T ) ⇠ F.T. hPST |  ̄j(0) U[0,⇠]  i(⇠) |PST i|LF

1

quark pol.

U L T

n
u
c
l
e
o
n
p
o
l
.

U f1 h?
1

L g1L h?
1L

T f?
1T g1T h1, h

?
1T

TABLE I. Twist-2 quark transverse-momentum-dependent distribution functions. U,L,T correspond to unpolarized, longi-

tudinally polarized and transversely polarized nucleons (rows) and quarks (columns). Blue and black functions are T-even.

Functions in black survive transverse momentum integration (rank-0 in pT ). Functions in red are T-odd.

gluon pol.

U circ. lin.

n
u
c
l
e
o
n
p
o
l
.

U fg
1 h?g

1

L gg1 h?g
1L

T f?g
1T gg1T hg

1, h
?g
1T

TABLE II. Twist-2 gluon transverse-momentum-dependent distribution functions. U,L,T correspond to unpolarized, longitu-

dinally polarized and transversely polarized nucleons. U, circ., lin. correspond to unpolarized, circularly polarized and linearly

polarized gluons. Functions in blue are T-even. Functions in black are T-even and survive integration over pT . Functions in

red are T-odd.

Quarks �+ �+�5 i�i+�5

U f1 h?
1

L g1 h?
1L

T f?
1T g1T h1, h

?
1T

LL f1LL h?
1LL

LT f1LT g1LT h1LT , h
?
1LT

TT f1TT g1TT h1TT , h
?
1TT

TABLE III. An overview of the leading-twist quark TMD PDFs for unpolarized (U), vector polarized (L or T), and tensor

polarized (LL, LT, or TT) hadrons. The functions indicated in boldface also occur as collinear PDFs, and the ones in red

are T -odd. The Dirac structures �+
, �+�5

, and i�i+�5
=

1
2 [�

+, �i
]�5

correspond to unpolarized, longitudinally polarized, and

transversely polarized quarks respectively.

a similar scheme holds for 
TMD FFs and gluons

extraction of a quark
not collinear with the proton

bold : also collinear
red : time-reversal odd (universality properties)
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TABLE II. Twist-2 gluon transverse-momentum-dependent distribution functions. U,L,T correspond to unpolarized, longitu-

dinally polarized and transversely polarized nucleons. U, circ., lin. correspond to unpolarized, circularly polarized and linearly

polarized gluons. Functions in blue are T-even. Functions in black are T-even and survive integration over pT . Functions in

red are T-odd.
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?
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LL f1LL h?
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LT f1LT g1LT h1LT , h
?
1LT

TT f1TT g1TT h1TT , h
?
1TT

TABLE III. An overview of the leading-twist quark TMD PDFs for unpolarized (U), vector polarized (L or T), and tensor

polarized (LL, LT, or TT) hadrons. The functions indicated in boldface also occur as collinear PDFs, and the ones in red

are T -odd. The Dirac structures �+
, �+�5

, and i�i+�5
=

1
2 [�

+, �i
]�5

correspond to unpolarized, longitudinally polarized, and

transversely polarized quarks respectively.

recent investigations of the T-even 
TMDs in the context of DSE

arXiv:1707.03787

bold : also collinear
red : time-reversal odd (universality properties)

Collinear, related to b1(x)
(under scrutiny at JLab)

Collinear & T-odd : should be zero!
(to be investigated)

http://arxiv.org/abs/arXiv:1707.03787
http://arxiv.org/abs/arXiv:1707.03787
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1) Phenomenology of TMDs is well underway ... 

2) ... but there are a lot of theoretical challenges to be addressed: 
definition of kinematic regions in SIDIS, matching, perturbative 
accuracy, a better understanding of hadronization, context for gluon 
TMDs , ...

3) we definitely need more data, at the moment especially for e+e-

4) Working with some approximations, we are getting closer to a 
global fit analysis of TMDs

5) polarized structure functions unexplored from the point of view of 
QCD, but we have guidance from parton model studies (see JLab 
activities)
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Beware of different notations…
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vi Notations and conventions

Amsterdam [?] Description

p k momentum of parton in distribution function

p
T

k? parton transverse momentum in distribution function

k p momentum of fragmenting parton

k
T

p? trans. momentum of fragmenting parton w.r.t. final hadron

K
T

P? trans. momentum of final hadron w.r.t. fragmenting parton

P
h? P

hT

transverse momentum of final hadron w.r.t. virtual photon

Amsterdam Seattle (arXiv:1108.1713)

http://arxiv.org/abs/arXiv:1108.1713
http://arxiv.org/abs/arXiv:1108.1713
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(input) TMD distribution : Wilson coefficients and intrinsic part

Sudakov form factor : perturbative     and      nonperturbative contributions

Nonperturbative parts defined in a “negative” way : observed-calculable

FT of TMDs :

Collinear distribution! 

˜

Fi(x, bT ;Q,Q

2
) =

˜

Fi(x, bT , µb̂, µ
2
b̂
)⇥

exp

⇢Z Q

µb̂

dµ

µ

�F [↵s(µ), Q
2
/µ

2
]

� ✓
Q

2

µ

2
b̂

◆�K(b̂T ;µb̂)�gK(bT ;{�})

F̃i(x, bT ;µb̂, µ
2
b̂
) =

X

j=q,q̄,g

Ci/j(x, b̂T ;µb̂, µ
2
b̂
)⌦ fj(x;µb̂) F̃i,NP (x, bT ; {�})
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Soft gluon emission gK(bT ; {�})

Distribution for intrinsic transverse momentum 
(and its FT): F̃i,NP (x, bT ; {�})

a Gaussian ?
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High bT limit : avoid Landau pole

Low bT limit : recover fixed order expression

Separation of bT regions

b
max

, bT ! +1

bmin , bT ! 0

Soft gluon emission

Distribution for intrinsic transverse momentum 
(and its FT):

b̂T (bT ; bmin

, b
max

) ⇠ bT , b
min

⌧ bT ⌧ b
max

gK(bT ; {�})

F̃i,NP (x, bT ; {�})
a Gaussian ?
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These choices guarantee that for
Q=1 GeV the TMD coincides with 

the NP model 

b
max

, bT ! +1

bmin , bT ! 0

b
max

= 2e��E

bmin = 2e��E/Q

 Nonperturbative TMD evolution

Collins, Soper, Sterman, N.P. B250 (85)

choice!

0.0 0.5 1.0 1.5 2.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

b̄⇤ = b
max

 
1� e�b4T /b4

max

1� e�b4T /b4
min

! 1

4

b̄⇤
b
max

bT (GeV-1)

large bT → μb gets frozen → nonperturbative evolution sets in 
small bT → μb is prevented from becoming larger than Q

f

q
1

(x, bT ;Q
2) =

X

i

�
Cq/i ⌦ f

i
1

�
(x, b⇤;µb) e

S(b⇤;µb,Q)

e

gK(bT ) log

Q
Q0

f

q
NP

(x, bT ;Q
2

0

)

Q=2 GeV

Q=5 GeV

Q=20 GeV

original choice: the CSS scheme b⇤ =
bTp

1 + b2T /b
2

max

other choices: Bacchetta et al., JHEP 1511 (15) 076

b⇤[bc(bT )] Collins et al., arXiv:1605.00671

µb = Q0 + qT
b⇤ = bT

D’Alesio et al.,  
JHEP 1411 (14)

µb =
C1

b̄⇤

C1 = 2 e��E b
max

= C
1

bmin =
C1

Q

b̂(bT ; bmin

, b
max

) = b
max

✓
1� e�b4T /b4

max

1� e�b4T /b4
min

◆

gK(bT ; g2) = �g2
b2T
2

Models - evolution and bT regions

b̂T
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The phenomenological importance 
of bmin is a signal that -especially in 
SIDIS data at low Q- we are exiting 

the proper TMD region and 
approaching the region of collinear 

factorization

 Nonperturbative TMD evolution

Collins, Soper, Sterman, N.P. B250 (85)

choice!

0.0 0.5 1.0 1.5 2.0
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large bT → μb gets frozen → nonperturbative evolution sets in 
small bT → μb is prevented from becoming larger than Q
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X
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�
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e

gK(bT ) log

Q
Q0
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q
NP

(x, bT ;Q
2

0

)

Q=2 GeV

Q=5 GeV

Q=20 GeV

original choice: the CSS scheme b⇤ =
bTp

1 + b2T /b
2

max

other choices: Bacchetta et al., JHEP 1511 (15) 076

b⇤[bc(bT )] Collins et al., arXiv:1605.00671

µb = Q0 + qT
b⇤ = bT

D’Alesio et al.,  
JHEP 1411 (14)

µb =
C1

b̄⇤

C1 = 2 e��E b
max

= C
1

bmin =
C1

Q

bmin ⇠ 1/Q , µb̂ < Q
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, bT ! +1
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Color code : same as previous slide

Comparison with other extractions :

GMC trans
Anselmino et al.

hep-ph/9901442



The replica method

48

Sample of original data



The replica method
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Replica of the original data with Gaussian noise



The replica method
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Fit of the replicated data



The replica method
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Repeat the generation and the fit N times



The replica method
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Obtain distributions of best values - 
calculate 68% CL bands
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TMD factorization  (PhT/z << Q2)

avoid target fragmentation (low z)
and exclusive contributions (high z)

9

GeV. The specific values of the terms are chosen to maximize the goodness of the fit procedure and not to exclude
too many data points All these choices are summarized in Tabs. I and II.

C. Low-energy Drell-Yan data

We analyze Drell-Yan events collected by fixed-target experimets at low-energy. These data set have been considered
also in previous works, e.g. [64]. We use data from E288 [65] measured at

p
s = 19.4, 23.8 and 27.4 GeV2, denoted

with the label “200”, “300” and “400” respectively. AS: why these numbers? We also include data from E605 [66] atp
s = 38.8 GeV2.
The explored Q values are higher compared to the SIDIS case, see Tab. III. E288 provides data at fixed rapidity,

whereas E605 explores a range of values for x
F

(see (14)). As discussed for SIDIS data, we can apply TMD factorization
if ⇤2

QCD

⌧ q

2

T

⌧ Q

2, where q

T

is the transverse momentum of the intermediate electroweak boson, reconstructed
from the kinematics of the final state leptons. As done for SIDIS, we choose q

T

< 0.2 Q+0.5 GeV. Again, the values
of the coe�cients are chosen to maximize the goodness of the fit and to not exclude too many points.

D. Z-boson production data

In order to reach higher Q and q

T

values, we also consider Z boson production in collider experiments at Tevatron.
We analyze data from CDF and D0, collected during Tevatron Run I [67, 68] at

p
s = 1.8 TeV and Run II [69, 70]

at
p
s = 1.96 TeV. The invariant mass distribution peaks at the Z-pole, Q = M

Z

, while the transverse momentum
of the exchanged Z ranges in 0 < q

T

< 20 GeV. We use the same kinematic condition applied to Drell-yan events:
q

T

< 0.2 Q+ 0.5 GeV = 18.7 GeV, since Q is fixed to M

Z

.
The observable is d�/dq

T

, apart from the case of D0 Run II, for which the published data refer to 1/� ⇥ d�/dq

T

.
In order to work with the same observable in all the cases considered, we multiply the D0-Run II data by the total
cross section of the process �

exp

= 255.8± 16 pb [70]. in this case, we add in quadrature the uncertainties of the total
cross section and of the published data.

We normalize our functional form with factors listed in Tab. IV. These are the same normalization factors used
in [64] to fit Z boson production and di↵er from the experimental ones.

HERMES HERMES HERMES HERMES

p ! ⇡

+

p ! ⇡

�

p ! K

+

p ! K

�

Reference [61]

Cuts

Q

2

> 1.4 GeV2

0.2 < z < 0.7

PhT < Min[0.2 Q, 0.7 Qz] + 0.5 GeV

Points 190 190 189 187

Max. Q2 9.2 GeV2

x range 0.06 < x < 0.4

TABLE I: Semi-inclusive DIS proton-target data (Hermes experiment).

E. The replica method

AS: I edited a bit the text, but some overlap remains in this section with the text in [23].
In this section we describe the replica method and we give a definition of the �

2 function minimized by the fit
procedure. The fit and the error analysis were carried out using a similar Monte Carlo approach as in Ref. [23, 71, 72]
and taking inspiration from the work of the Neural-Network PDF (NNPDF) collaboration (see, e.g., [73–75]). The
approach consists in creating M replicas of the data points. In each replica (denoted by the index r), each data point
i is shifted by a Gaussian noise with the same variance as the measurement. Each replica, therefore, represents a
possible outcome of an independent experimental measurement, which we denote by m

h

N,r

(x, z,P 2

hT

, Q

2). The number

10

HERMES HERMES HERMES HERMES COMPASS COMPASS

D ! ⇡

+

D ! ⇡

�

D ! K

+

D ! K

�

D ! h

+

D ! h

�

Reference [61] [62]

Cuts

Q

2

> 1.4 GeV2

0.2 < z < 0.7

PhT < Min[0.2 Q, 0.7 Qz] + 0.5 GeV

Points 190 190 189 189 3125 3127

Max. Q2 9.2 GeV2 10 GeV2

x range 0.06 < x < 0.4 0.006 < x < 0.12

Notes Observable: m
norm

(x, z,P 2

hT , Q
2), eq. (38)

TABLE II: Semi-inclusive DIS deuteron-target data (Hermes and Compass experiments).

E288 200 E288 300 E288 400 E605

Reference [65] [65] [65] [66]

Cuts qT < 0.2 Q+ 0.5 GeV

Points 45 45 78 35
p
s 19.4 GeV 23.8 GeV 27.4 GeV 38.8 GeV

Q range 4-9 GeV 4-9 GeV 5-9, 11-14 GeV 7-9, 10.5-18 GeV

Kin. var. y=0.4 y=0.21 y=0.03 �0.1 < xF < 0.2

TABLE III: Low energy Drell-Yan data collected by the E288 and E605 experiments at Tevatron, with di↵erent center-of-mass
energies.

CDF Run I D0 Run I CDF Run II D0 Run II

Reference [67] [68] [69] [70]

Cuts qT < 0.2 Q+ 0.5 GeV = 18.7 GeV

Points 31 14 37 8
p
s 1.8 TeV 1.8 TeV 1.96 TeV 1.96 TeV

Normalization 1.114 0.992 1.049 1.048

TABLE IV: Z boson production data collected by the CDF and D0 experiments at Tevatron, with di↵erent center-of-mass
energies.

of replicas is chosen so that the mean and standard deviation of the set of replicas accurately reproduces the original
data points. We see that 200 replicas are su�cient for the purpose.

A minimization procedure is applied to each replica separately, by minimizing the following error function: 6

E

2

r

({p}) =
X

i

⇣
m

h

N,r

(x
i

, z

i

,P 2

hTi

, Q

2

i

)�m

h

N,theo

(x
i

, z

i

,P 2

hTi

; {p})
⌘
2

⇣
�m

h 2

N,stat

+�m

h 2

N,sys

⌘
(x

i

, z

i

,P 2

hTi

, Q

2

i

) +
⇣
�m

h

N,theo

(x
i

, z

i

,P 2

hTi

)
⌘
2

. (39)

The sum runs over the i experimental points, including all species of targets N and final-state hadrons h. In each
z bin for each replica the values of the collinear fragmentation functions D

a

~

h

1

are independently modified with a
Gaussian noise with standard deviation equal to the theoretical error �D

a

~

h

1

. The uncertainties �D

a

~

h

1

are estimated

6

Note that the error for each replica is taken to be equal to the error on the original data points. This is consistent with the fact that

the variance of the M replicas should reproduce the variance of the original data points.

In order to avoid the problems
with the normalization in COMPASS data

(see Compass coll., Erratum)

SIDIS
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TMD factorization  (qT << Q2)

normalization : 
fixed from DEMS fit,
different from exp.

(not really relevant for TMD 
parametrizations)

10

HERMES HERMES HERMES HERMES COMPASS COMPASS

D ! ⇡

+

D ! ⇡

�

D ! K

+

D ! K

�

D ! h

+

D ! h

�

Reference [61] [62]

Cuts

Q

2

> 1.4 GeV2

0.2 < z < 0.7

PhT < Min[0.2 Q, 0.7 Qz] + 0.5 GeV

Points 190 190 189 189 3125 3127

Max. Q2 9.2 GeV2 10 GeV2

x range 0.06 < x < 0.4 0.006 < x < 0.12

Notes Observable: m
norm

(x, z,P 2

hT , Q
2), eq. (38)

TABLE II: Semi-inclusive DIS deuteron-target data (Hermes and Compass experiments).

E288 200 E288 300 E288 400 E605

Reference [65] [65] [65] [66]

Cuts qT < 0.2 Q+ 0.5 GeV

Points 45 45 78 35
p
s 19.4 GeV 23.8 GeV 27.4 GeV 38.8 GeV

Q range 4-9 GeV 4-9 GeV 5-9, 11-14 GeV 7-9, 10.5-18 GeV

Kin. var. y=0.4 y=0.21 y=0.03 �0.1 < xF < 0.2

TABLE III: Low energy Drell-Yan data collected by the E288 and E605 experiments at Tevatron, with di↵erent center-of-mass
energies.

CDF Run I D0 Run I CDF Run II D0 Run II

Reference [67] [68] [69] [70]

Cuts qT < 0.2 Q+ 0.5 GeV = 18.7 GeV

Points 31 14 37 8
p
s 1.8 TeV 1.8 TeV 1.96 TeV 1.96 TeV

Normalization 1.114 0.992 1.049 1.048

TABLE IV: Z boson production data collected by the CDF and D0 experiments at Tevatron, with di↵erent center-of-mass
energies.

of replicas is chosen so that the mean and standard deviation of the set of replicas accurately reproduces the original
data points. We see that 200 replicas are su�cient for the purpose.

A minimization procedure is applied to each replica separately, by minimizing the following error function: 6

E

2

r

({p}) =
X

i

⇣
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. (39)

The sum runs over the i experimental points, including all species of targets N and final-state hadrons h. In each
z bin for each replica the values of the collinear fragmentation functions D

a

~

h

1

are independently modified with a
Gaussian noise with standard deviation equal to the theoretical error �D

a

~

h

1

. The uncertainties �D
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~

h

1

are estimated
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Note that the error for each replica is taken to be equal to the error on the original data points. This is consistent with the fact that

the variance of the M replicas should reproduce the variance of the original data points.
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Reference [61] [62]

Cuts

Q

2

> 1.4 GeV2

0.2 < z < 0.7

PhT < Min[0.2 Q, 0.7 Qz] + 0.5 GeV

Points 190 190 189 189 3125 3127

Max. Q2 9.2 GeV2 10 GeV2

x range 0.06 < x < 0.4 0.006 < x < 0.12

Notes Observable: m
norm

(x, z,P 2

hT , Q
2), eq. (38)

TABLE II: Semi-inclusive DIS deuteron-target data (Hermes and Compass experiments).

E288 200 E288 300 E288 400 E605

Reference [65] [65] [65] [66]

Cuts qT < 0.2 Q+ 0.5 GeV

Points 45 45 78 35
p
s 19.4 GeV 23.8 GeV 27.4 GeV 38.8 GeV

Q range 4-9 GeV 4-9 GeV 5-9, 11-14 GeV 7-9, 10.5-18 GeV

Kin. var. y=0.4 y=0.21 y=0.03 �0.1 < xF < 0.2

TABLE III: Low energy Drell-Yan data collected by the E288 and E605 experiments at Tevatron, with di↵erent center-of-mass
energies.

CDF Run I D0 Run I CDF Run II D0 Run II

Reference [67] [68] [69] [70]

Cuts qT < 0.2 Q+ 0.5 GeV = 18.7 GeV

Points 31 14 37 8
p
s 1.8 TeV 1.8 TeV 1.96 TeV 1.96 TeV

Normalization 1.114 0.992 1.049 1.048

TABLE IV: Z boson production data collected by the CDF and D0 experiments at Tevatron, with di↵erent center-of-mass
energies.

of replicas is chosen so that the mean and standard deviation of the set of replicas accurately reproduces the original
data points. We see that 200 replicas are su�cient for the purpose.

A minimization procedure is applied to each replica separately, by minimizing the following error function: 6

E

2

r

({p}) =
X

i

⇣
m

h

N,r

(x
i

, z

i

,P 2

hTi

, Q

2

i

)�m

h

N,theo

(x
i

, z

i

,P 2

hTi

; {p})
⌘
2

⇣
�m

h 2

N,stat

+�m

h 2

N,sys

⌘
(x

i

, z

i

,P 2

hTi

, Q

2

i

) +
⇣
�m

h

N,theo

(x
i

, z

i

,P 2

hTi

)
⌘
2

. (39)

The sum runs over the i experimental points, including all species of targets N and final-state hadrons h. In each
z bin for each replica the values of the collinear fragmentation functions D
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Gaussian noise with standard deviation equal to the theoretical error �D
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. The uncertainties �D

a

~

h

1

are estimated
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Note that the error for each replica is taken to be equal to the error on the original data points. This is consistent with the fact that

the variance of the M replicas should reproduce the variance of the original data points.
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SIDIS @ Hermes

electron-positron
(Bes-III  -  Belle)

quarkonium production
(LHC, AFTER@LHC)

Q = 9.39 GeVQ = 1.55 GeV

Q = 3.82 GeV Q = 10 GeV
Q = 80.385 GeV

Q = 91.187 GeV
⌘b

Data sets and QCD evolution

W production
(LHC, Tevatron)

Z production
(LHC, Tevatron)

Q 2 [1, 3.2] GeV

SIDIS @ Compass
p-Cu Drell-Yan

(E288, E605 @ Tevatron)

Q 2 [4, 18] GeV

Medium energy: 
the best Q-range

to constrain NP TMDs
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Overview of the terminology 

Wilson coefficients : expansion of the TMD distribution on a basis of collinear PDFs

pT

+ +  ...=

Ci/j

LO NLO
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Overview of the terminology 

Wilson coefficients : expansion of the TMD distribution on a basis of collinear PDFs

Anomalous dimension of the TMD and logarithmic expansion

pT

+ +  ...=

Ci/j

�F [↵s(µ), ⇣/µ
2] ⇠ ↵sL|{z}

LL

+(↵s + ↵2
sL)| {z }

NLL

+(↵2
s + ↵3

sL)| {z }
NNLL

+ · · ·

⇠ 1 + ↵s + ↵2
s + · · ·

LO NLO

L = ln
Q2

µ
, ↵sL ⇠ 1
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Overview of the terminology 

Wilson coefficients : expansion of the TMD distribution on a basis of collinear PDFs

Anomalous dimension of the TMD and logarithmic expansion

pT

+ +  ...=

Ci/j

�F [↵s(µ), ⇣/µ
2] ⇠ ↵sL|{z}

LL

+(↵s + ↵2
sL)| {z }

NLL

+(↵2
s + ↵3

sL)| {z }
NNLL

+ · · ·

⇠ 1 + ↵s + ↵2
s + · · ·

LO NLO

L = ln
Q2

µ
, ↵sL ⇠ 1

K(bT ;µb) ⇠ 1 + ↵s + ↵2
s · · ·

Collins-Soper kernel : a power series in the coupling accuracy chosen consistently 
with Wilson coefficients 

and anomalous dimension
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Wilson coefficients : expansion of the TMD distribution on a basis of collinear PDFs

Anomalous dimension of the TMD and logarithmic expansion

pT

+ +  ...=

Ci/j

LO NLO

Collins-Soper kernel : a power series in the coupling

�F [↵s(µ), ⇣/µ
2] ⇠ ↵sL|{z}

LL

+(↵s + ↵2
sL)| {z }

NLL

+ · · ·

⇠ 1 + ↵s + · · ·

K(bT ;µb) ⇠ 1 + ↵s + · · ·

µb̂ = 2e��E/b̄?



Pavia / Amsterdam / Bilbao 2013

62

10

mHx,z,PhT2 ,Q2L, proton target
Xx\~0.15
XQ2\~2.9 GeV2

10-1
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p- p+
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0.60<z<0.80
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100 K-

0.0 0.4 0.8
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FIG. 3. Data points: Hermes multiplicities m

h
p(x, z, P 2

hT ; Q2) for pions and kaons o↵ a proton target as functions of P 2
hT for

one selected x and Q

2 bin and few selected z bins. Shaded bands: 68% confidence intervals obtained from fitting 200 replicas of
the original data points in the scenario of the default fit. The bands include also the uncertainty on the collinear fragmentation
functions. The lowest P 2

hT bin has not been included in the fit.

mHx,z,PhT2 ,Q2L, deuteron target
Xx\~0.15
XQ2\~2.9 GeV2

10-1

101
p- p+

0.10<z<0.20
0.27<z<0.30
0.38<z<0.48
0.60<z<0.80

0.0 0.4 0.8
PhT
2

10-2

100 K-

0.0 0.4 0.8
PhT
2

K+

FIG. 4. Same content and notation as in the previous figure, but for a deuteron target.

proton target     global  χ2 / d.o.f.  = 1.63 ± 0.12
                      no flavor dep.             1.72 ± 0.11

π−

1.80 ± 0.27
1.83 ± 0.25

K−

0.78 ± 0.15
0.87 ± 0.16

π+

2.64 ± 0.21
2.89 ± 0.23

K+

0.46 ± 0.07
0.43 ± 0.07
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FIG. 9: The multiplicities Mh+

D obtained from Eqs. (12) and (8), with the parameters of Eq. (16), are compared
with COMPASS measurements for h+ SIDIS production o↵ a deuteron target [16]. The shaded uncertainty bands
correspond to a 5% variation of the total �2.

although the resulting value of �2

dof

remains rather large. Notice that this normalisation issue is not ob-
served in the HERMES multiplicities and its origin, at present, cannot easily be explained and deserves
further studies.

Some general comments on COMPASS results, inspired and guided by our grouping of the data in the
panels of Figs. 9 and 10 and by the study presented in Fig. 11, could help to understand the origin of
the large values of �2

dof

. Let us consider, for example, the data in the di↵erent panels of the same row in
Fig. 9. The multiplicity data grouped there have all very similar values of Q2 and are separated in bins
of z; one can notice, going from left to right, that data with very close value of Q2 and z, still show a
sharp x dependence. This can hardly be reproduced by Eq. (12), even considering eventual higher order
corrections. Similar considerations apply to Fig. 10.

The large �2 which persists even in the case in which we correct with Ny, is mainly due to some
particular subsets of data, as one can see from Figs. 12 and 13 looking at the rightmost lower panels. These
data, if compared with those in the panels to their immediate left (which have very similar values of the
binned kinematical variables) show a sudden sharp change, which our smooth Gaussian parameterisation
is unable to describe. Such a sharp change corresponds to the first, lowest y point, in Fig. 11.
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FIG. 12: The multiplicities obtained including the y-dependent normalisation factor of Eq. (17) are compared
with the COMPASS measurements for h+ SIDIS production o↵ a deuteron target. The shaded uncertainty bands
correspond to a 5% variation of the total �2.

V. COMPARISON WITH PREVIOUS EXTRACTIONS AND OTHER EXPERIMENTS

The SIDIS multiplicity data used in our present fits result from the most recent analyses of the HER-
MES and COMPASS Collaborations. They represent, so far, the only multivariate analyses available.

Additional measurements are provided by the early EMC results of Ref. [10] or by the more recent
SIDIS studies of JLab CLAS [12] and HALL-C [13, 29] Collaborations. As we will explain below, these
data are not best suited for the extraction of the free parameters of our fit and we have not used them.
However, it is worth and interesting to check whether or not the parameters extracted here are consistent
with the available EMC and JLab measurements.

• The EMC Collaboration [10] measured PT -distributions in eleven di↵erent runs presented in one
merged data set, averaging over four di↵erent beam energies, three di↵erent nuclear targets, without
any identification of the final hadrons (not even their charges), and arranging the data in three
di↵erent bins of z and several ranges of W 2. In Ref. [9] we exploited these measurements, together
with the EMC measurements [42] of the azimuthal dependence of the SIDIS cross section, for
a preliminary study of the Gaussian widths of the unpolarised distribution and fragmentation
functions. The values found there are slightly di↵erent from those we determine in the present fit.
Fig. 14 shows the EMC multiplicities [10] as functions of P 2

T , for three bins of z, 0.1 < z < 0.2,
0.2 < z < 0.4 and 0.4 < z < 1.0, and of the invariant mass, W 2 < 90, 90 < W 2 < 150 and
150 < W 2 < 200 (in GeV2). These data are compared with our predictions, computed at two
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FIG. 9: The multiplicities Mh+

D obtained from Eqs. (12) and (8), with the parameters of Eq. (16), are compared
with COMPASS measurements for h+ SIDIS production o↵ a deuteron target [16]. The shaded uncertainty bands
correspond to a 5% variation of the total �2.

although the resulting value of �2

dof

remains rather large. Notice that this normalisation issue is not ob-
served in the HERMES multiplicities and its origin, at present, cannot easily be explained and deserves
further studies.

Some general comments on COMPASS results, inspired and guided by our grouping of the data in the
panels of Figs. 9 and 10 and by the study presented in Fig. 11, could help to understand the origin of
the large values of �2

dof

. Let us consider, for example, the data in the di↵erent panels of the same row in
Fig. 9. The multiplicity data grouped there have all very similar values of Q2 and are separated in bins
of z; one can notice, going from left to right, that data with very close value of Q2 and z, still show a
sharp x dependence. This can hardly be reproduced by Eq. (12), even considering eventual higher order
corrections. Similar considerations apply to Fig. 10.

The large �2 which persists even in the case in which we correct with Ny, is mainly due to some
particular subsets of data, as one can see from Figs. 12 and 13 looking at the rightmost lower panels. These
data, if compared with those in the panels to their immediate left (which have very similar values of the
binned kinematical variables) show a sudden sharp change, which our smooth Gaussian parameterisation
is unable to describe. Such a sharp change corresponds to the first, lowest y point, in Fig. 11.
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FIG. 12: The multiplicities obtained including the y-dependent normalisation factor of Eq. (17) are compared
with the COMPASS measurements for h+ SIDIS production o↵ a deuteron target. The shaded uncertainty bands
correspond to a 5% variation of the total �2.

V. COMPARISON WITH PREVIOUS EXTRACTIONS AND OTHER EXPERIMENTS

The SIDIS multiplicity data used in our present fits result from the most recent analyses of the HER-
MES and COMPASS Collaborations. They represent, so far, the only multivariate analyses available.

Additional measurements are provided by the early EMC results of Ref. [10] or by the more recent
SIDIS studies of JLab CLAS [12] and HALL-C [13, 29] Collaborations. As we will explain below, these
data are not best suited for the extraction of the free parameters of our fit and we have not used them.
However, it is worth and interesting to check whether or not the parameters extracted here are consistent
with the available EMC and JLab measurements.

• The EMC Collaboration [10] measured PT -distributions in eleven di↵erent runs presented in one
merged data set, averaging over four di↵erent beam energies, three di↵erent nuclear targets, without
any identification of the final hadrons (not even their charges), and arranging the data in three
di↵erent bins of z and several ranges of W 2. In Ref. [9] we exploited these measurements, together
with the EMC measurements [42] of the azimuthal dependence of the SIDIS cross section, for
a preliminary study of the Gaussian widths of the unpolarised distribution and fragmentation
functions. The values found there are slightly di↵erent from those we determine in the present fit.
Fig. 14 shows the EMC multiplicities [10] as functions of P 2

T , for three bins of z, 0.1 < z < 0.2,
0.2 < z < 0.4 and 0.4 < z < 1.0, and of the invariant mass, W 2 < 90, 90 < W 2 < 150 and
150 < W 2 < 200 (in GeV2). These data are compared with our predictions, computed at two
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D obtained from Eqs. (12) and (8), with the parameters of Eq. (16), are compared
with COMPASS measurements for h+ SIDIS production o↵ a deuteron target [16]. The shaded uncertainty bands
correspond to a 5% variation of the total �2.

although the resulting value of �2

dof

remains rather large. Notice that this normalisation issue is not ob-
served in the HERMES multiplicities and its origin, at present, cannot easily be explained and deserves
further studies.

Some general comments on COMPASS results, inspired and guided by our grouping of the data in the
panels of Figs. 9 and 10 and by the study presented in Fig. 11, could help to understand the origin of
the large values of �2

dof

. Let us consider, for example, the data in the di↵erent panels of the same row in
Fig. 9. The multiplicity data grouped there have all very similar values of Q2 and are separated in bins
of z; one can notice, going from left to right, that data with very close value of Q2 and z, still show a
sharp x dependence. This can hardly be reproduced by Eq. (12), even considering eventual higher order
corrections. Similar considerations apply to Fig. 10.

The large �2 which persists even in the case in which we correct with Ny, is mainly due to some
particular subsets of data, as one can see from Figs. 12 and 13 looking at the rightmost lower panels. These
data, if compared with those in the panels to their immediate left (which have very similar values of the
binned kinematical variables) show a sudden sharp change, which our smooth Gaussian parameterisation
is unable to describe. Such a sharp change corresponds to the first, lowest y point, in Fig. 11.
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FIG. 12: The multiplicities obtained including the y-dependent normalisation factor of Eq. (17) are compared
with the COMPASS measurements for h+ SIDIS production o↵ a deuteron target. The shaded uncertainty bands
correspond to a 5% variation of the total �2.

V. COMPARISON WITH PREVIOUS EXTRACTIONS AND OTHER EXPERIMENTS

The SIDIS multiplicity data used in our present fits result from the most recent analyses of the HER-
MES and COMPASS Collaborations. They represent, so far, the only multivariate analyses available.

Additional measurements are provided by the early EMC results of Ref. [10] or by the more recent
SIDIS studies of JLab CLAS [12] and HALL-C [13, 29] Collaborations. As we will explain below, these
data are not best suited for the extraction of the free parameters of our fit and we have not used them.
However, it is worth and interesting to check whether or not the parameters extracted here are consistent
with the available EMC and JLab measurements.

• The EMC Collaboration [10] measured PT -distributions in eleven di↵erent runs presented in one
merged data set, averaging over four di↵erent beam energies, three di↵erent nuclear targets, without
any identification of the final hadrons (not even their charges), and arranging the data in three
di↵erent bins of z and several ranges of W 2. In Ref. [9] we exploited these measurements, together
with the EMC measurements [42] of the azimuthal dependence of the SIDIS cross section, for
a preliminary study of the Gaussian widths of the unpolarised distribution and fragmentation
functions. The values found there are slightly di↵erent from those we determine in the present fit.
Fig. 14 shows the EMC multiplicities [10] as functions of P 2

T , for three bins of z, 0.1 < z < 0.2,
0.2 < z < 0.4 and 0.4 < z < 1.0, and of the invariant mass, W 2 < 90, 90 < W 2 < 150 and
150 < W 2 < 200 (in GeV2). These data are compared with our predictions, computed at two

see Compass coll.
Erratum
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FIG. 9: The multiplicities Mh+

D obtained from Eqs. (12) and (8), with the parameters of Eq. (16), are compared
with COMPASS measurements for h+ SIDIS production o↵ a deuteron target [16]. The shaded uncertainty bands
correspond to a 5% variation of the total �2.

although the resulting value of �2

dof

remains rather large. Notice that this normalisation issue is not ob-
served in the HERMES multiplicities and its origin, at present, cannot easily be explained and deserves
further studies.

Some general comments on COMPASS results, inspired and guided by our grouping of the data in the
panels of Figs. 9 and 10 and by the study presented in Fig. 11, could help to understand the origin of
the large values of �2

dof

. Let us consider, for example, the data in the di↵erent panels of the same row in
Fig. 9. The multiplicity data grouped there have all very similar values of Q2 and are separated in bins
of z; one can notice, going from left to right, that data with very close value of Q2 and z, still show a
sharp x dependence. This can hardly be reproduced by Eq. (12), even considering eventual higher order
corrections. Similar considerations apply to Fig. 10.

The large �2 which persists even in the case in which we correct with Ny, is mainly due to some
particular subsets of data, as one can see from Figs. 12 and 13 looking at the rightmost lower panels. These
data, if compared with those in the panels to their immediate left (which have very similar values of the
binned kinematical variables) show a sudden sharp change, which our smooth Gaussian parameterisation
is unable to describe. Such a sharp change corresponds to the first, lowest y point, in Fig. 11.
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FIG. 12: The multiplicities obtained including the y-dependent normalisation factor of Eq. (17) are compared
with the COMPASS measurements for h+ SIDIS production o↵ a deuteron target. The shaded uncertainty bands
correspond to a 5% variation of the total �2.

V. COMPARISON WITH PREVIOUS EXTRACTIONS AND OTHER EXPERIMENTS

The SIDIS multiplicity data used in our present fits result from the most recent analyses of the HER-
MES and COMPASS Collaborations. They represent, so far, the only multivariate analyses available.

Additional measurements are provided by the early EMC results of Ref. [10] or by the more recent
SIDIS studies of JLab CLAS [12] and HALL-C [13, 29] Collaborations. As we will explain below, these
data are not best suited for the extraction of the free parameters of our fit and we have not used them.
However, it is worth and interesting to check whether or not the parameters extracted here are consistent
with the available EMC and JLab measurements.

• The EMC Collaboration [10] measured PT -distributions in eleven di↵erent runs presented in one
merged data set, averaging over four di↵erent beam energies, three di↵erent nuclear targets, without
any identification of the final hadrons (not even their charges), and arranging the data in three
di↵erent bins of z and several ranges of W 2. In Ref. [9] we exploited these measurements, together
with the EMC measurements [42] of the azimuthal dependence of the SIDIS cross section, for
a preliminary study of the Gaussian widths of the unpolarised distribution and fragmentation
functions. The values found there are slightly di↵erent from those we determine in the present fit.
Fig. 14 shows the EMC multiplicities [10] as functions of P 2

T , for three bins of z, 0.1 < z < 0.2,
0.2 < z < 0.4 and 0.4 < z < 1.0, and of the invariant mass, W 2 < 90, 90 < W 2 < 150 and
150 < W 2 < 200 (in GeV2). These data are compared with our predictions, computed at two

see Compass coll.
Erratum
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FIG. 3. Comparison of our theoretical estimates for (1/�) d�/dqT with Tevatron data [14–18]. The results are obtained from
the global fit with DNP = 0 (Eq. (36)), Qi = Q

0

+ qT , at NLL accuracy with collinear PDFs at NLO (left panel), and NNLL
accuracy with NNLO PDFs (right panel). For the collinear PDFs we use the MSTW08 set [31].
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Figure 3. Comparison of our theoretical estimates for (1/σ) dσ/dqT with Tevatron data [14–18].
The results are obtained from the global fit with DNP = 0 (eq. (2.34)), Qi = Q0 + qT , at NLL
accuracy with collinear PDFs at NLO (left panel), and NNLL accuracy with NNLO PDFs (right
panel). For the collinear PDFs we use the MSTW08 set [31].
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unaffected by the higher order contributions being the same in both approximation, while

λ1 presents some differences even if within the relative errors. The technical reason for

this shift is the appearance at NNLL of the one-loop contribution of the coefficients Ĉ as

outlined in table 1 and visible also in figure 1. We expect that higher order contributions

on this coefficients would stabilize the result.

– 18 –

NLO-NNLL analysis
with evaluation of 

theoretical uncertainties
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FIG. 3. Comparison of our theoretical estimates for (1/�) d�/dqT with Tevatron data [14–18]. The results are obtained from
the global fit with DNP = 0 (Eq. (36)), Qi = Q
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+ qT , at NLL accuracy with collinear PDFs at NLO (left panel), and NNLL
accuracy with NNLO PDFs (right panel). For the collinear PDFs we use the MSTW08 set [31].
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Figure 3. Comparison of our theoretical estimates for (1/σ) dσ/dqT with Tevatron data [14–18].
The results are obtained from the global fit with DNP = 0 (eq. (2.34)), Qi = Q0 + qT , at NLL
accuracy with collinear PDFs at NLO (left panel), and NNLL accuracy with NNLO PDFs (right
panel). For the collinear PDFs we use the MSTW08 set [31].
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Figure 4. Comparison of our theoretical estimates for d3σ/d3q with E288 at three different ener-
gies [11]. The results are obtained from the global fit with DNP = 0 (eq. (2.34)), Qi = Q0 + qT ,
at NLL accuracy with collinear PDFs at NLO (upper panels) and at NNLL accuracy with NNLO
PDFs (lower panels). For the collinear PDFs we use the MSTW08 set [31].

unaffected by the higher order contributions being the same in both approximation, while

λ1 presents some differences even if within the relative errors. The technical reason for

this shift is the appearance at NNLL of the one-loop contribution of the coefficients Ĉ as

outlined in table 1 and visible also in figure 1. We expect that higher order contributions

on this coefficients would stabilize the result.

– 18 –

χ2/dof = 0.81

NLO-NNLL analysis
with evaluation of 

theoretical uncertainties

very good
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DWS-G, LY-G, and BLNY parametrizations to each data set.

We emphasize again that the new LY-G parametrization pre-

sented in Table III was obtained by applying the conven-

tional global fitting procedure to the enlarged data set listed

in Tables I and II. In contrast, the original LY fit in Ref. !10"
was obtained by first fitting the g2 parameter using the CDF-
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→#!#"!X at !S#38.8 GeV. The data are the published experi-
mental values. The curves are the results of the fits multiplied by the

best-fit values of 1/Nf it given in Table III.
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→#!#"!X at !S#27.4 GeV. The data are the published experi-
mental values. The curves are the results of the fits and are multi-
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published experimental values. The curves are the results of the fits
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Parametrizations for intrinsic momenta 
and soft gluon emission :

Pros and Cons :

1) a global analysis of SIDIS and DY/Z/W data

2) TMD evolution at LO-NLL

3) multidimensionality not exploited

4) chi-square not provided

5) can’t be considered as a “complete” fit
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FIG. 2. The first three plots show comparisons with the Fermilab E288 Drell-Yan dilepton data at different CM energies√
s = 19.4 (left), 23.8, and 27.4 GeV [71]. The data points from top to bottom correspond to different invariant mass Q of the

lepton pair. For the top two plots, they are: [4, 5], [5, 6], [6, 7], [7, 8], and [8, 9] GeV. For the left bottom plot, it starts with
the [5, 6] GeV range (no [4, 5] GeV range. The right bottom plot is the comparison with the Fermilab E605 Drell-Yan dilepton
data at CM energy

√
s = 38.8 GeV [72]. Again the mass ranges are: [7, 8], [8, 9], [10.5, 11.5], [11.5, 13.5], and [13.5, 18] GeV.

GeV2 and 〈xB〉 = 0.093 for a deuteron target. The data points from top to bottom correspond to different zh
regions: zh ∈ [0.2, 0.25], [0.25, 0.3], [0.3, 0.35], [0.35, 0.4], [0.4, 0.5], [0.5, 0.6], [0.6, 0.7], and [0.7, 0.8]. We find that
for both negative and positive charged hadrons the QCD formalism in Eq. (30) gives a good description for the
Ph⊥-dependence of the hadron multiplicity distribution.
Finally, in Fig. 4 we compare our calculation with the HERMES multiplicity distribution data [75] for a proton

target at 〈Q2〉 = 2.45 GeV2 and 〈xB〉 = 0.117. The data points from top to bottom correspond to different zh regions:
zh ∈ [0.2, 0.3], [0.3, 0.4], [0.4, 0.6], and [0.6, 0.8]. We find that our formalism still gives a reasonable description for
π− multiplicity distribution data as a function of Ph⊥, though π+ becomes worse when going to the high zh region.
Note, however, that the normalization of such distributions is related to the fragmentation functions [75].
In summary we find that our proposed non-perturbative Sudakov factor in Eq. (27) along with bmax = 1.5 GeV−1

gives a reasonably good description of the hadron multiplicity distribution in SIDIS at rather low Q, DY lepton pair
production at intermediate Q, and W/Z production at high Q from rather low CM energies up to the LHC energies.
Even though the description is not perfect, one has to keep in mind that our QCD formalism is the very first attempt
to use a universal form to describe the experimental data on both SIDIS and DY-type processes. At the moment,
we are implementing the evolution at NLL accuracy along with the LO coefficient functions. All of these could be
further improved, and a first attempt to implement the approach presented in [29] is being pursued in [76]. Another
important consequence is that since the parameter g2 is a universal parameter, i.e. independent of the spin, we can
then use the same g2 to extract the Sivers functions from the current Sivers asymmetry measurements in SIDIS. This
will be the main focus of the next section.

III. QCD EVOLUTION OF TMDS: THE SIVERS EFFECT

In this section we will first extract the quark Sivers functions from the Sivers asymmetry measurements in SIDIS
from JLab, HERMES, and COMPASS experiments. We will then make predictions for the Sivers asymmetries of DY
dilepton and W boson production, to be compared with the future measurements.
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FIG. 3. Comparison of the theoretical results with the COMPASS data (deuteron target) [74] at 〈Q2〉 = 7.57 GeV2 and
〈xB〉 = 0.093. The data points from top to bottom correspond to different zh regions: [0.2, 0.25], [0.25, 0.3], [0.3, 0.35],
[0.35, 0.4], [0.4, 0.5], [0.5, 0.6], [0.6, 0.7], and [0.7, 0.8].

10
-2

10
-1

1

10

0 0.1 0.2 0.3 0.4 0.5 0.6

HERMES
Proton   π-

〈xB〉 = 0.117

〈Q2〉=2.45 GeV2

pT (GeV)

dN
/d

z 
d2 p T 

(G
eV

-2
)

10
-1

1

10

0 0.1 0.2 0.3 0.4 0.5 0.6

HERMES
Proton   π+

〈xB〉 = 0.117
〈Q2〉=2.45 GeV2

pT (GeV)

dN
/d

z 
d2 p T 

(G
eV

-2
)

FIG. 4. Comparison of theoretical results with the HERMES data (proton target) [75] at 〈Q2〉 = 2.45 GeV2 and 〈xB〉 = 0.117.
The data points from top to bottom correspond to different zh region: [0.2, 0.3], [0.3, 0.4], [0.4, 0.6], and [0.6, 0.8].

A. Global fitting of Sivers asymmetries in SIDIS

Here we apply our QCD evolution formalism for the Sivers effect in SIDIS and use it to extract the quark Sivers
functions from the experimental data. The differential SIDIS cross section on a transversely polarized nucleon target
can be written as [13, 77, 78]

dσ

dxBdydzhd2Ph⊥
= σ0(xB , y, Q

2)
[

FUU + sin(φh − φs)F
sin(φh−φs)
UT

]

, (38)

where σ0 = 2πα2

em

xBy Q2

(

1 + (1− y)2
)

, and φs and φh are the azimuthal angles for the nucleon spin and the transverse

momentum of the outgoing hadron, respectively. FUU and F sin(φh−φs)
UT are the spin-averaged and transverse spin-

8

10
-2

10
-1

1

10

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

COMPASS
Deuteron   h-

〈xB〉 = 0.093
〈Q2〉=7.57 GeV2

pT (GeV)

dN
/d

z 
d2 p T 

(G
eV

-2
)

10
-1

1

10

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

COMPASS
Deuteron   h+

〈xB〉 = 0.093
〈Q2〉=7.57 GeV2

pT (GeV)

dN
/d

z 
d2 p T 

(G
eV

-2
)

FIG. 3. Comparison of the theoretical results with the COMPASS data (deuteron target) [74] at 〈Q2〉 = 7.57 GeV2 and
〈xB〉 = 0.093. The data points from top to bottom correspond to different zh regions: [0.2, 0.25], [0.25, 0.3], [0.3, 0.35],
[0.35, 0.4], [0.4, 0.5], [0.5, 0.6], [0.6, 0.7], and [0.7, 0.8].

10
-2

10
-1

1

10

0 0.1 0.2 0.3 0.4 0.5 0.6

HERMES
Proton   π-

〈xB〉 = 0.117

〈Q2〉=2.45 GeV2

pT (GeV)

dN
/d

z 
d2 p T 

(G
eV

-2
)

10
-1

1

10

0 0.1 0.2 0.3 0.4 0.5 0.6

HERMES
Proton   π+

〈xB〉 = 0.117
〈Q2〉=2.45 GeV2

pT (GeV)

dN
/d

z 
d2 p T 

(G
eV

-2
)

FIG. 4. Comparison of theoretical results with the HERMES data (proton target) [75] at 〈Q2〉 = 2.45 GeV2 and 〈xB〉 = 0.117.
The data points from top to bottom correspond to different zh region: [0.2, 0.3], [0.3, 0.4], [0.4, 0.6], and [0.6, 0.8].

A. Global fitting of Sivers asymmetries in SIDIS

Here we apply our QCD evolution formalism for the Sivers effect in SIDIS and use it to extract the quark Sivers
functions from the experimental data. The differential SIDIS cross section on a transversely polarized nucleon target
can be written as [13, 77, 78]

dσ

dxBdydzhd2Ph⊥
= σ0(xB , y, Q

2)
[

FUU + sin(φh − φs)F
sin(φh−φs)
UT

]

, (38)

where σ0 = 2πα2

em

xBy Q2

(

1 + (1− y)2
)

, and φs and φh are the azimuthal angles for the nucleon spin and the transverse

momentum of the outgoing hadron, respectively. FUU and F sin(φh−φs)
UT are the spin-averaged and transverse spin-

6

Likewise, fq/A(xa, b;Q) and fq̄/B(xb, b;Q) are the QCD evolved TMD PDFs in Eq. (21). Similarly, for W/Z produc-
tion, A(PA) +B(PB) → W/Z(y, p⊥) +X , the differential cross sections are given by [16, 63]

dσW

dyd2p⊥
=

σW
0

2π

∑

q,q′

|Vqq′ |2
∫ ∞

0
db bJ0(q⊥b)fq/A(xa, b;Q)fq′/B(xb, b;Q), (35)

dσZ

dyd2p⊥
=

σZ
0

2π

∑

q

(

V 2
q +A2

q

)

∫ ∞

0
db bJ0(q⊥b)fq/A(xa, b;Q)fq′/B(xb, b;Q), (36)

where Vqq′ are the CKM matrix elements for the weak interaction, and Vq and Aq are the vector and axial couplings
of the Z boson to the quark, respectively. The LO cross sections σW

0 and σZ
0 have the following form

σW
0 =

√
2πGFM2

W

sNc
, σZ

0 =

√
2πGFM2

Z

sNc
, (37)

where GF is the Fermi weak coupling constant, and MW (MZ) is the mass of the W (Z) boson.
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FIG. 1. Comparison of theoretical results to W [67] (left) and Z [68, 69] (middle) production in p + p̄ collisions at
√
s = 1.8

TeV, and Z production [70] (right) in p+ p collisions at
√
s = 7 TeV.

To compare with experimental data, we use the unpolarized parton distribution functions fq/A(x,Q) as given by the
MSTW2008 parametrization [64] and the DSS unpolarized fragmentation functions Dh/q(z,Q) [65]. It is important
to remember that our QCD factorization formalism based on TMDs is only applicable in the kinematic region where
p⊥ # Q [26]. To describe the large p⊥ ∼ Q region, one needs the complete next-to-leading order calculation, more
precisely the so-called Y -term [39–41, 66]. To be consistent with our formalism, we thus restrict our comparison with
the experimental data as follows: for W/Z boson production, we choose p⊥ ≤ 20 GeV; for DY dilepton production,
we have p⊥ ≤ 1.3 GeV; for hadron production at COMPASS with 〈Q2〉 = 7.57 GeV2, we choose Ph⊥ ≤ 0.7 GeV; for
hadron production at HERMES with 〈Q2〉 = 2.45 GeV2, we choose Ph⊥ ≤ 0.6 GeV such that we still have enough
experimental data for the analysis.
We first compare in Fig. 1 our calculation, based on the QCD factorization formalism, Eqs. (35) and (36), with W/Z

production at both the Tevatron and LHC energies. With QCD evolved TMD PDFs given in Eq. (21) and the tuned
parameters for the Sudakov factor in Eq. (27), we plot the W and Z boson differential cross section as a function of
transverse momentum p⊥. The left and middle panels of Fig. 1 are the comparisons with the W/Z measurements [67–
69] in p + p̄ collisions at the Tevatron energy

√
s = 1.8 TeV. In the right panel of Fig. 1 we compare with the most

recent Z boson measurement [70] in p + p collisions from the CMS collaboration at LHC energy
√
s = 7 TeV. Our

formalism gives a reasonably good description of the W/Z boson production at both the Tevatron and LHC energies.
Next, we compare our calculation for the DY lepton pair production with the fixed-target Fermilab experimental

data at different CM energies
√
s = 19.4, 23.8, 27.4 for the E288 collaboration [71] and at

√
s = 38.8 GeV for the E605

collaboration [72], see Fig. 2. Since these experiments were really performed for p+Cu collisions, we use the EKS98
parametrization [73] for the collinear nuclear PDFs in the nucleus Cu. For both

√
s = 19.4 and 23.8 GeV, the curves

from top to bottom correspond to the different invariant mass bins, i.e., Q ∈ [4, 5], [5, 6], [6, 7], [7, 8], and [8, 9] GeV.
For

√
s = 27.4 GeV, we have Q ∈ [5, 6], [6, 7], [7, 8], and [8, 9] GeV. Finally, for

√
s = 38.8 GeV the mass ranges are:

Q ∈ [7, 8], [8, 9], [10.5, 11.5], [11.5, 13.5], and [13.5, 18] GeV. As can be seen, our QCD formalism gives a reasonably
good description of the Drell-Yan dilepton production in all the measured mass ranges.
Let us now turn to the hadron multiplicity distribution in the SIDIS processes. In Fig. 3, we compare our calculations

with the recent COMPASS experimental data for the charged hadron multiplicity distribution [74] at 〈Q2〉 = 7.57

SIDIS

SIDIS

DRELL-YAN

W AND Z PRODUCTION

b
max

= 1.5 GeV�1

g
2

= 0.16Echevarria et al. arXiv:1401.5078 

http://arxiv.org/abs/arXiv:1401.5078
http://arxiv.org/abs/arXiv:1401.5078


Other studies
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CSS formalism on DY/Z/W data:

1) Davies-Webber-Stirling (DOI: 10.1016/0550-3213(85)90402-X)

2) Ladinsky-Yuan (DOI: 10.1103/PhysRevD.50.R4239)

3) BLNY (DOI: 10.1103/PhysRevD.63.013004)

4) Hirai, Kawamura, Tanaka (DOI: 10.3204/DESY-PROC-2012-02/136) - complex-
b prescription

...

combined SIDIS/DY/W/Z :

5) Sun, Yuan (arXiv:1308.5003) 

6) Isaacson, Sun, Yuan, Yuan (arXiv:1406.3073)

...

http://dx.doi.org/10.1016/0550-3213%2885%2990402-X
http://dx.doi.org/10.1016/0550-3213%2885%2990402-X
http://dx.doi.org/10.1103/PhysRevD.50.R4239
http://dx.doi.org/10.1103/PhysRevD.50.R4239
http://dx.doi.org/10.1103/PhysRevD.63.013004
http://dx.doi.org/10.1103/PhysRevD.63.013004
http://dx.doi.org/10.3204/DESY-PROC-2012-02/136
http://dx.doi.org/10.3204/DESY-PROC-2012-02/136


... and the next challenges
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The goal is not only to fit data, 
but to answer fundamental questions in QCD in the best possible way

11) identification of the current fragmentation region in SIDIS ?

12) rise the accuracy of transverse momentum resummation

13) match TMD and collinear factorization : fixed-order description of the high transverse 
momentum region and its matching to the low transverse momentum one

14) order the hadronic tensor in terms of definite rank 

15) include electron-positron annihilation, LHC and JLab data
16) address the flavor decomposition in transverse momentum
17) address the polarized structure functions
18) Monte Carlo generators and TMDs 
19) what about spin 1 targets ?

20) ...



Monte Carlo generators
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see the talk by M. Diefenthaler
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