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CLAS12 Silicon Vertex Tracker 
 
 
 
 
 
 
 
 
 
 
 
 
 

Status Update 
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Outline 
q  System Overview 
q  DAQ Status 
q  Slow Controls 
q  Operation and Safety 
q  Documentation 
q  Geometry Validation 
q  Alignment Status 
q  Calibration 
q  Detector Monitoring 
q  Detector Commissioning with Cosmics 
q  Performance in KPP 
q  CVT Integration 
q  Summary and Outlook 
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System Overview 

Module Downstream PEEK Ring 

Mounting Tube 

Cold Plate 

Upstream Ring 

Beam Line 

•  Four regions (radii 65, 93, 120, 161 mm) 
•  1% of radiation length per region 
•  66 sectors/modules (10, 14, 18, 24)  
•  Two concentric barrels (MicroMegas upgrade) 

•  Silicon area ~1.5 m² 
•  Channels: ~34,000 
•  Bonds: ~200,000 

Cantilevered Design 

•  Cantilevered cylinders with support rings 
•  Double sided modules with 3 daisy chained sensors 
•  Single sided sensors with graded pitch 
•  Rigi-flex hybrid with extended L1 disconnect 

5 T 
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DAQ Status 

•  Running stable, tested with week long runs 
•  Tested with SVT standalone (SD) and CLAS triggers 
•  High trigger rate test (80 kHz) with simplified configuration done 

•  Will complete the test in normal operating conditions 

Ben Raydo 

Sergey Boiarinov 
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Slow Controls 
Slow Control and Monitoring System transferred to CS-Studio 
•  summary status records and overview screen 
•  soft IOCs running on CLAS machines 
•  all screens converted from EDM, tested in CS-Studio, with improvements 
•  alarms converted to BEAST 
•  moved soft interlocks from AlH into IOCs 
•  remote access to the system with VDI and VNC 
•  stable running on a clon pc 
•  autosave / restore to IOCs 
•  SVT ON/OFF GUI, HV control script  
Future improvements:  
•  authentication 
•  ANOVA chiller control 

Nathan Baltzell 
Wesley Moore 
Ken Livingstone 

Web OPI 
https://hallbopi.jlab.org 
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Slow Controls (Expert Level) 

Nathan Baltzell, Wesley Moore, Ken Livingstone 
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System Operation and Safety 
¡  OSPs – Hazards and mitigations (subject matter experts) 

¡  EPICS based Detector Control and Safety System 
¡  BEAST Alarm Handler (slow controls, cooling and gas purging) 
¡  Hardware interlocks and hardware parameter limits 
¡  LV, HV, currents, temperature, humidity, dew point, and flow software parameter limits 
¡  EPICS monitoring/time histories in MYA database for the past 2 years 
¡  Cables (UL CL-2 rating – signal and power), QA travelers 
¡  Grounding (reviewed by Fast Electronics Group and external reviewers) 
¡  Electronics (UL/TUV approved) 
¡  Quality Assurance procedures and safety reviews, assembly travelers 

¡  Operations Manuals – details for shift workers and system experts 

¡  Data Quality Monitoring, Validation and Calibration suites 

¡  Engineering FEA calculations 

¡  ANSYS thermal analysis 

¡  ANSYS quench analysis of the cold plate 

¡  Magnetic fields for the crates in the service cart 

¡  Electronic logbooks for the past 3 years 
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Detector Safety Control and Monitoring: Alarm Handler / IOC 

•  Alarm handler in BEAST 
•  Interlocks (hardware, software) 
•  IOC Health 
•  Crate Inhibits 
•  Color coded screens 

Nathan Baltzell 
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Detector Safety Control and Monitoring: Hardware Interlock 

•  Fault charts 
•  Color coded screens 
•  HW interlock to EPICS / CSS 

•  ETA July 2017 

Peter Bonneau 
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Operational Stability 
•  Detector operating stable since integration time 
•  Channel calibration data in elog for past 3 years 
•  Slow controls data in MYA for past 2 years 
•  8 modules with hybrid leakage kludged 

•  Stable leakage currents  
•  Stability test operational (8 modules on the bench) 

•  24/7 monitoring for over 6 months 
•  Large cosmic data sample collected 
•  No new bad channels 
•  Outstanding issue: 

•  R1S2B high leakage current in the HFCB 05/15/2017 

05/28/2015 
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Documentation 
Technical Design Report ✔

Geometry Document ✔

Commissioning Document ✔

Reconstruction Algorithms ✔

Manufacturing Drawings and Schematics ✔

Assembly/Service Procedures ✔

Production, Assembly, and Survey 
Databases and Travelers 

✔

Operations Manual and Safety Procedures ✔

Bench Testing Results ✔

Electronic Logbooks ✔

SVT presentations ✔

CLAS Notes and Conference Reports ✔

Photographic History ✔

Wiki pages ✔

Archival webpage ✔

https://www.jlab.org/Hall-B/cvt/svt/ 
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Calibration Suite 
•   Regular calibration scans 
•   Calibration data in elog 
        https://logbooks.jlab.org/book/hbsvt 
•   Mean S.N.R. = 15 
•   Calibration constants stable 
•   No new bad channels 
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Detector Calibration 

•  C 
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Detector Calibration 

SVT Operational Status 

SVT R1 R2 R3 
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SVT Geometry Database 
•  Ideal Geometry Validation and Testing 

•  Calculate ideal fiducial location on each 
module. 

•  Observed significant difference with 
engineering drawings - up to  100 µm. Now 
reduced to < 3 µm 

•  Ideal geometry now well defined with 
parameters from engineering drawings. 

•  Used by simulation and reconstruction codes. 

•  Geometry package is being validated 
•  Common Java utility in JCSG 
•  Shifts from ideal geometry to measured fiducials. 
•  Full inventory of material in SVT for gemc. 
•  Charles Platt, new Surrey masters student. 
•  Sereres Johnston – ANL postdoc. 

Differences < 3 µm  

Jerry Gilfoyle, Peter Davies 
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SVT Geometry Validation 

Jerry Gilfoyle, Peter Davies 

•  Master thesis of Peter Davies 
•  Poster by Peter Davies 
•  CLAS Note near completion  
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•  Track-based alignment of SVT requires fitting many parameters:  
   Nsectors x Nlayers x Ntrans x Nrot = 66 x 2 x 3 x 2 = 792  

•  Program millepede does linear least squares with many parameters. 
o  Uses matrix form of least squares method and divide the elements into two 

classes. 
Ø  Global parameters – the geometry misalignments. Same in all events. 
Ø  Local – individual track fit parameters. Change event-to-event. 

o  Calculate first partial derivatives of the fit residuals with respect to the  
      local (i.e. fit) parameters and global parameters (geometry misalignments). 
o  Manipulate the linear least squares matrix to isolate the global parameters  
     (geometry) and invert the results to obtain the solution. 

Alignment Status 

•  Apply to a ‘simple’ example – Type 1 tracks. 
o  Use gemc cosmics for testing and validation. 
o  Shift layers 1-2 (Region 1) by 2-500 µm in x. 
o  millepede reproduces all shifts. 

•  Apply to Type-1 cosmic ray sample from SVT. 
o  Fixed layer 4 in millipede fit to SVT residual. 
o  Good agreement between millipede mis- 
     alignment and residuals. 
o  Fit residual and resolution improve. 

•  Analysis chain for full set of events complete. 
•  First millipede fits obtained. 
•  Testing on Type 1 events now. 

Type 1 tracks – 
sensors are 
horizontal. 

Jerry Gilfoyle 
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Detector Monitoring Suite: Tracking 
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Detector Monitoring: Detector Level Histograms 
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Detector Monitoring: Region Summaries 
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Detector Monitoring: Sensor Level Histograms 
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Detector Monitoring: Sensor Level Histograms 

Bad VSCM connector (replaced)
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Commissioning with cosmic rays 

All hits First track 

Second track Off track 
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Reconstructed On-Track Crosses in Cosmic Run (March 2017) 
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Cosmic run: reconstructed crosses (global track finder) 

All hits 

Off track On track 
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Detector Monitoring: Mean Residuals, mm 

L1 L2 L3 L4 

L5 L6 L7 L8 
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Detector Monitoring: Mean Cluster Charge 

L1 L2 L3 L4 

L5 L6 L7 L8 



Page 28 
   

   Yuri Gotra     First CLAS12 Experiment Workshop      June 13, 2017  
 

Detector Monitoring: Mean Track Angle 

L1 L2 L3 L4 

L5 L6 L7 L8 
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Detector Monitoring: Mean Hit Occupancy 

L1 L2 L3 L4 

L5 L6 L7 L8 
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SVT VSCM Event Triggering 

1) System reset  & synchronization is performed 
2) Physics event occurs 
3) FSSR2 time unsorted hits arrive 
4) VSCM tags hits with global trigger counter using BCO #  
5) VSCM stores hits in FIFO by strip number 
6) L1A received extracts FSSR2 hits with global trigger 
counter matching trigger window 

(1) (2) 

(3) 

(4,5) 

(6) 
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VSCM Trigger Window and Latency Setting (KPP and Cosmic Trigger) 

KPP: window size 2 µs 
                          (16 BCO) 

$CLON_PARMS/vscm/clasrun.cnf 
#    VSCM_BCO_FREQ           <freq> 
# 
#    VSCM_TRIG_WINDOW    <windowSize> <windowLookback> <bcoFreq> 
VSCM_CLOCK_EXTERNAL 
# Set BCO frequency to 4 MHz 
VSCM_BCO_FREQ        16 
# Set Lookback parameters to 256=2 us window, 512=4 us lookback, 4 MHz BCO 
# KPP: sync with CLAS trigger (added 6600 ns) 
#VSCM_TRIG_WINDOW     256      1064        16 
# cosmic trigger from SVT1's SD (96 * 8 ns = 768 ns = 6 * BCO, 1 BCO = 128 ns) 
VSCM_TRIG_WINDOW     96       224        16 
 

SVT standalone SD 
trigger for cosmic:  
window size 0.8 µs 
                    (6 BCO) 

SVT2 
(slave) 

SVT1 
(master) 

SVT3 
(slave) 

SVT SD based standalone cosmic trigger: 
Double hit in 2 out of 3 crates 
85% events have reconstructed track 

Cosmic trigger track 
CLAS trigger event with track 
27 k tracks reconstructed  
in KPP runs 803, 809, 810 

KPP SVT location 
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Singe Event Monitoring (SEM) Test during KPP run  
•  Radiation rates from LH2 target are much less than what comes from the dump or carbon target 
•   Tests performed with yoke dump during KPP are sufficient to address the ERR recommendation 
•  Relatively minor SEUs were recorded in SVT readout electronics 
•   VSCM SEE Monitor recorded events are correlated with beam conditions in the experimental hall during the KPP  
•   No errors were recorded during 1 week SEE Monitor testing in EEL 
•   SVT readout and PS crates were operational during KPP, no rebooting required 
•   No readout or data corruption issues were observed 
•   SVT readout electronics and PS are operational after the KPP 
•   Action items:  

•  review beam loss prevention and detector protection measures 
•  install extra shielding of the SVT cart (polyethylene neutron shielding installed) 
•  post a CLAS Note (done) 
•  keep the SVT crates in OFF state during the beam tuning 
•  move network switches to the SVT rack 
•  add heart beat to SEM 

Ben Raydo 

02/03/2017 
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Local reconstruction (KPP runs 803, 809, 810, CLAS trigger) 
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Local reconstruction (cosmic trigger run 419) 



Page 35 
   

   Yuri Gotra     First CLAS12 Experiment Workshop      June 13, 2017  
 

SVT Hit Occupancy (KPP run 799, SVT standalone trigger) 

All hits First track 

Second track Off track 
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SVT Operation during KPP 

R1 noise shoulder

SVT Cosmic trigger data

KPP CLAS trigger data

Leakage currents

Hit occupancy Track crosses Track θ angle Normalized χ2

Hit occupancy Track crosses Track θ angle Normalized χ2

•  SVT system installed, cabled, checkout complete in 4 days 
•  Great joint effort with DSG and Mechanical Engineering Group 

•  For cosmic data the standalone SVT SD based trigger was used 
•  Cosmic trigger rate was 6.5 Hz (compared to 9 Hz in EEL) 
•  85% standalone SVT trigger events have reconstructed tracks 

•  All channels calibrated, no new bad channels observed 
•  In R1 U1/U3 chips have noise shoulders on the left side of ENC plots 
•  Disappeared when the beam pipe was removed 

•  Data taking and reco chain validated 
•  Confirmed signal and noise performance on KPP data 
•  27 k tracks reconstructed in KPP runs 803, 809, 810 
•  Completed SEE monitoring test, no readout or data corruption 
•  Stable running with 99.9% channels operational 
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Resolution 
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CVT Integration 

SVT Region 4 dismounted SVT ready for integration Mounting MVT on the support rods 

Survey of SVT and MVT 
CVT alignment 

CVT integration CVT integrated (SVT and BMT) 

SVT noise the same after integration 
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CVT Reconstructed Cosmic Track (run 474) 
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CVT Cosmic Track Reconstruction (run 474) 
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CVT Commissioning Activities (summer 2017) 

•  CVT Integration Complete 
•  Geometry description and validation (June) 
•  Detector Control and Safety System (June) 
•  Detector functionality checks (June-July) 
•  Developing DQM suite (June - July) 
•  Validation of local and track reconstruction (June - July) 
•  Monte Carlo tuning on cosmic data (June - August) 
•  Installation Schedule and Manpower (July) 
•  CVT calibration (July) 
•  High trigger rate test (July) 
•  Detector alignment is critical step in validating the tracker performance 

•  Complete SVT survey DB validation by August 
•  Complete SVT alignment by September 
•  Complete CVT alignment by September 
•  CVT alignment validation with MC and Cosmic data (July-September) 

•  Long term stability test (ongoing activity) 
•  Detector optimization (July-August) 
•  Detector performance studies (July-August) 
•  Documentation (May-August) 
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Summary 

•  SVT is fully integrated, surveyed and calibrated 
•  Checkout of the detector services complete 
•  Checkout of detector safety system complete 
•  Checkout of DAQ and trigger complete 
•  Validation of data integrity and reconstruction chain complete 
•  No extra noise observed after integration 
•  Detector operation experience since 2015 
•  Stable running with 99.9% channels operational 
•  KPP installation and system checkout complete in 4 days 
•  Detector installation procedures and performance in the hall validated 
•  Confirmed signal and noise performance on KPP data 
•  27 k tracks reconstructed in KPP runs 803, 809, 810 
•  Completed SEE monitoring test, no readout or data corruption 
•  100 M tracks cosmic sample collected, alignment in progress 
•  Conversion of Slow Controls to CLAS CSS complete 
•  SVT calibration suite complete 
•  Expert level detector monitoring and validation suite complete 
•  Conference papers published in NIM, PoS, technical paper in the works 
•  Documentation of hardware and software available 



Page 43 
   

   Yuri Gotra     First CLAS12 Experiment Workshop      June 13, 2017  
 

BACKUP 


