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Infrastructure Components



D A S P O S  A N D  D I A N A

•DASPOS and DIANA are two large projects funded by the U.S. 
National Science Foundation focusing on issues around software and 
data for high energy physics. 

•We are working closely with CERN Analysis Preservation (CAP) portal, 
INSPIRE, and HEPData to build infrastructure for High Energy Physics
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F R O M  N S F

•The SI2 program includes four classes of awards: 

•1. Scientific Software Elements (SSE): SSE awards are Software Elements. They target small groups 
that will create and deploy robust software elements for which there is a demonstrated need that will 
advance one or more significant areas of science and engineering. 

•2. Scientific Software Integration (SSI): SSI awards are Software Frameworks. They target larger, 
interdisciplinary teams organized around the development and application of common software 
infrastructure aimed at solving common research problems. SSI awards will result in sustainable 
community software frameworks serving a diverse community. 

•3. Scientific Software Innovation Institutes (S2I2): S2I2 awards are Software Institutes. They focus on 
the establishment of long-term hubs of excellence in software infrastructure and technologies that will 
serve a research community of substantial size and disciplinary breadth. 

4

• 4. Reuse: In addition, SI2 provides support through a variety of 
mechanisms (including co-funding and supplements) to 
proposals from other programs that include, as an explicit 
outcome, reuse of software. Proposals that integrate with 
previously developed software, either by reference or inclusion, 
are encouraged. Proposals developing new software with an 
explicitly open design for reuse may also be considered. The 
purpose of the Reuse class is to stimulate connections within the 
broader software ecosystem. The class of reuse awards is 
currently being developed.

DIANA is an SSI

opens door to this

http://www.nsf.gov/funding/pgm_summ.jsp?pims_id=504817
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Interactive Plotting Library



Open Data & Preservation
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https://arxiv.org/abs/1205.4667
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Jet Substructure Studies with CMS Open Data
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We use public data from the CMS experiment to study the 2-prong substructure of jets. The
CMS Open Data is based on 31.8 pb�1 of 7 TeV proton-proton collisions recorded at the Large
Hadron Collider in 2010, yielding a sample of 768,687 events containing a high-quality central jet
with transverse momentum larger than 85 GeV. Using CMS’s particle flow reconstruction algorithm
to obtain jet constituents, we extract the 2-prong substructure of the leading jet using soft drop
declustering. We find good agreement between results obtained from the CMS Open Data and
those obtained from parton shower generators, and we also compare to analytic jet substructure
calculations performed to modified leading-logarithmic accuracy. Although the 2010 CMS Open
Data does not include simulated data to help estimate systematic uncertainties, we use track-only
observables to validate these substructure studies.
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I. INTRODUCTION

In November 2014, the CMS experiment at the Large
Hadron Collider (LHC) announced the CMS Open Data
project [1]. To our knowledge, this is the first time in
the history of particle physics that research-grade col-
lision data has been made publicly available for use
outside of an o�cial experimental collaboration. The
CMS Open Data was reconstructed from 7 TeV proton-
proton collisions in 2010, corresponding to a unique low-
luminosity running environment where pileup contamina-
tion was minimal and trigger thresholds were relatively
low. The CMS Open Data presents an enormous op-
portunity to the particle physics community, both for
performing physics studies that would be more di�cult
at higher luminosities as well as for demonstrating the
scientific value of open data releases.

In this paper, we use the CMS Open Data to analyze
the substructure of jets. Jets are collimated sprays of
particles that are copiously produced in LHC collisions,
and by studying the substructure of jets, one can gain
valuable information about their parentage [2–5]. A key
application of jet substructure is tagging boosted heavy
objects like top quarks [6–26] and electroweak bosons
[9, 17, 25–57]. To successfully tag such objects, though,
one first has to understand the radiation patterns of or-
dinary quark and gluon jets [21, 58–73], which are the
main backgrounds to boosted objects. The CMS Open
Data is a fantastic resource for performing these baseline
quark/gluon studies. Using the Jet Primary Dataset [74],
we perform initial investigations of the 2-prong substruc-
ture of jets as well as present a general analysis frame-
work to facilitate future studies. This e↵ort is comple-
mentary to the growing catalog of jet substructure mea-
surements performed within the ATLAS and CMS col-
laborations [75–196].1

1 To highlight the vibrancy of the field, we have attempted to list
all published jet substructure measurements from ATLAS and
CMS. Please contact us if we missed a reference.

ar
X

iv
:1

70
4.

05
84

2v
1 

 [h
ep

-p
h]

  1
9 

A
pr

 2
01

7

21

V. ADVICE TO THE COMMUNITY

From a physics perspective, our experience with the
CMS Open Data was fantastic. With PFCs, one can
essentially perform the same kinds of four-vector-based
analyses on real data as one would perform on collisions
from parton shower generators. Using open data has the
potential to accelerate scientific progress (pun intended)
by allowing scientists outside of the o�cial detector col-
laborations to pursue innovative analysis techniques. We
hope that our jet substructure studies have demonstrated
both the value in releasing public data and the enthu-
siasm of potential external users. We encourage other
members of the particle physics community to take ad-
vantage of this unique data set.

From a technical perspective, though, we encountered
a number of challenges. Some of these challenges were
simply a result of our unfamiliarity with the CMSSW
framework and the steep learning curve faced when try-
ing to properly parse the AOD file format. Some of these
challenges are faced every day by LHC experimentalists,
and it is perhaps unreasonable to expect external users to
have an easier time than collaboration members. Some
of these challenges (particularly the issue of detector-
simulated samples) have been partially addressed by the
2011A CMS Open Data release [215]. That said, we sus-
pect that some issues were not anticipated by the CMS
Open Data project, and we worry that they have deterred
other analysis teams who might have otherwise found in-
teresting uses for open data. Therefore, we think it is
useful to highlight the primary challenges we faced, fol-
lowed by specific recommendations for how potentially to
address them.

A. Challenges

Here are the main issues that we faced in performing
the analyses in this paper.

• Slow development cycle. As CMSSW novices, we
often needed to perform run-time debugging to fig-
ure out how specific functions worked. There were
two elements of the CMSSW workflow that intro-
duced a considerable lag between starting a job and
getting debugging feedback. The first is that, when
using the XRootD interface, one has to face the
constant overhead (and inconstant network perfor-
mance) of retrieving data remotely. The second is
that, as a standard part of every CMS analysis, one
has to load configuration files into memory. Load-
ing FrontierConditions GlobalTag cff (which
is necessary to get proper trigger prescale values)
takes around 10 minutes at the start of a run. For
most users, this delay alone would be too high of a
barrier for using the CMS Open Data. By down-
loading the AOD files directly and building our own
MOD file format, we were able to speed up the

development cycle through a lightweight analysis
framework. Still, creating the MODProducer in
the first place required a fair amount of trial, error,
and frustration.

• Scattered documentation. Though the CMS Open
Data uses an old version of CMSSW (v4.2 com-
pared to the latest v9.0), there is still plenty of
relevant documentation available online. The main
challenge is that it is scattered in multiple places,
including online TWiki pages, masterclass lec-
tures, thesis presentations, and GitHub reposi-
tories. Eventually, with help from CMS insiders,
we were able to figure out which information was
relevant to a particular question, but we would
have benefitted from more centralized documenta-
tion that highlighted the most important features
of the CMS Open Data. Centralized documenta-
tion would undoubtably help CMS collaboration
members as well, as would making more TWiki
pages accessible outside of the CERN authentica-
tion wall.

• Lack of validation examples. When working with
public data, one would like to validate that one is
doing a sensible analysis by trying to match pub-
lished results. While example files were provided,
none of them (to our knowledge) involved the com-
plications present in a real analysis, such as appro-
priate trigger selection, jet quality criteria, and jet
energy corrections. Initially, we had hoped to re-
produce the jet pT spectrum measured by CMS on
2010 data [263], but that turned out to be surpris-
ingly di�cult, since very low pT jet triggers are not
contained in the Jet Primary Dataset, and we were
not confident in our ability to merge information
from the MinimumBias Primary Dataset. (In ad-
dition, the published CMS result is based on inclu-
sive jet pT spectra, while we restricted our analysis
to the hardest jet in an event to simplify trigger
assignment.) Ideally, one should be able to per-
form event-by-event validation with the CMS Open
Data, especially if there are important calibration
steps that could be missed.13

• Information overload. The AOD files contains an
incredible wealth of information, such that the ma-
jority of o�cial CMS analyses can use the AOD
format directly without requiring RAW or RECO
information. While ideal for archival purposes, it
is an overload of information for external users, es-
pecially because some information is e↵ectively du-
plicated. The main reason we introduced the MOD

13 In the one case where we thought it would be the most straight-
forward to cross check results, namely the luminosity study in
Fig. 2, it was frustrating to later learn that the AOD files con-
tained insu�cient information.

https://arxiv.org/abs/1704.05842
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NUCLEAR PHYSICS IN A 
DECADE

DONALD GEESAMAN
Argonne National Laboratory

Future Trends in Nuclear Physics Computing 
May 2, 2017
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Future Trends in Nuclear Physics Computing 
May 2, 2017 

Synergies of Computing and 
the Next Generation of Nuclear 

Physics Experiments 
Rolf Ent (Jefferson Lab) 

With acknowledgement to Amber Boehnlein, Markus 
Diefenthaler and Graham Heyes for their help



Interplay of data and theory
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 MC event generator:  
• faithful representation of QCD 

dynamics 
• based on QCD factorization and 

evolution equations 

Usage by experimentalists: 
• detector corrections 
• analysis prototyping 
• comparing to theory 

Usage by theoreticians:  
• easy off-the-shelf state-of-the-art 

tool that looks like data 
• validate against and investigate 

theoretical improvements

Feedback loop between data and theory 

Comparison to:  
• analytical calculations 
• Monte Carlo (MC) simulations 
• Lattice-QCD calculations 

Data-theory comparison: relies on 
• open access to data-theory tools 
• standardization of data-theory tools 
• comparison tools for quick turnaround

theorydata

predictions 
simulations

new phenomena 
test



Analysis environments

Developments of analysis environments: 
• new projects starting (JLab 12 GeV) and on the horizon (EIC) 
• likely explosion of data even at the small nuclear experiments 
• think about the next generation(s) of analysis environments that will maximize 

the science output  

LHC experiments: tremendous success in achieving their analysis goals and 
producing results in timely manners 
Lesson learned at LHC experiments:  
• as the complexity and size of the experiments grew 
• the complexity of analysis environment grew 
• time dealing with the analysis infrastructure grew 

16

Anecdote from LHC 
a typical LHC student or post-doc spends up to 50 % 
of his/her time dealing with computing issues



Targeting the theory/experiment interface
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ATLAS Data Access Policy     May 21st 2014 

Introduction 
ATLAS has fully supported the principle of open access in its publication policy. This 

document outlines the policy of ATLAS as regards open access to data at different levels as 

described in the DPHEP [1] model. The main objective is to make the data available in a 

usable way to people external to the ATLAS collaboration.  

 

The ATLAS policy for data preservation is described in a separate document. The 

collaboration’s need to preserve data for its own use shares some requirements with making 

them open access. To support open access to data additional resources will be required to 

develop and support the tools to make the data available. 

Policies for Different Data Levels 
Open access to ATLAS data by people outside the collaboration can be considered at four 

levels of increasing complexity, listed below, with associated conditions, see Ref. [1]. This 

policy pertains to collision physics data (i.e. that are stored offline and intended for physics 

analysis) and the necessary associated metadata, along with associated simulated datasets 

and tools allowing to produce new simulated datasets based on an adequate simulation of 

the ATLAS detector. 

Level‐1. Published results  
All scientific output is published in journals, and preliminary results are made available in 

Conference Notes. All are openly available, without restriction on use by external parties 

beyond copyright law and the standard conditions agreed by CERN.  

Data associated with journal publications are also made available: tables and data from plots 

(e.g. cross section values, likelihood profiles, selection efficiencies, cross section limits, …) 

are stored in appropriate repositories such as HEPDATA[2]. ATLAS also strives to make 

additional material related to the paper available that allows a reinterpretation of the data 

in the context of new theoretical models. For example, an extended encapsulation of the 

analysis is often provided for measurements in the framework of RIVET [3]. For searches 

information on signal acceptances is also made available to allow reinterpretation of these 

searches in the context of models developed by theorists after the publication. ATLAS is also 

exploring how to provide the capability for reinterpretation of searches in the future via a 

service such as RECAST [4].  RECAST allows theorists to evaluate the sensitivity of a 

published analysis to a new model they have developed by submitting their model to ATLAS.  

Level‐2. Outreach and Education  
ATLAS recognizes the vital role of outreach and education, and participates in and 

encourages outreach and education activities, and makes selected data available for them. 

Typically a fraction of the complete ATLAS data‐set is used, selected to provide a rich sample 
of events with interesting physics signatures but not adequate for a publication of a physics 

result. The data are provided in simplified, portable and self-contained formats for 
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RooFit workspaces & HistFactory
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Not possible for others to reproduce results from paper.

September 7, 2012 – 18 : 40 DRAFT 10
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Figure 4: Fits for 2-parameter benchmark models probing different coupling strength scale factors for

fermions and vector bosons: (a) Correlation of the coupling scale factors κF and κV , assuming no non-

SM contribution to the total width; (b) Correlation of the coupling scale factors λFV = κF/κV and

κVV = κV · κV/κH without assumptions on the total width.
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WHAT INFO AND HOW TO RETRIEVE IT
Through collaboration with theoretical community, we were able to identify a targeted 
form of data sharing that balanced generality &  

These data are directly linked to the paper in INSPIRE and have been cited:
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Reproducing derived results from original paper!



Reinterpretation & Reusability

Option 1

Option 2

Option 3
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Accuracy meets precision
MC event simulation in a decade

Stefan Höche

SLAC National Accelerator Laboratory

Future Trends in Nuclear Physics Computing

Je↵erson Lab, 05/02/2017

First phenomenological predictions

[Krauss,Prestel,SH] arXiv:1705.tonight
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R E C A S T I N G  /  R E I N T E R P R E TAT I O N
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same-sign leptons+2jets

coupling |C|/Λ2

cross-section ∝ C2/Λ4

same-sign tops

Use  4f effective operators
(LL,LR,RR) modes

Many models predict ss tops
(esp. to explain CDF top Afb)

Squark pairs

+WW,ZZ modes

Squark pairs

+WW,ZZ modes

recasting



It’s the difference between if you had airplanes 
where you threw away an airplane after every flight, 
versus you could reuse them multiple times.

— Elon Musk



— Elon Musk

ATLAS analysis
ATLAS analyses

It’s the difference between if you had airplanes 
where you threw away an airplane after every flight, 
versus you could reuse them multiple times.

checking 
one theory



D E M A N D
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>50 requests from theorists within ~2 months



P H E N O  R E C A S T I N G  S O F T W A R E

• Several tools being developed by phenomenologists to address the need for an organized 
approach to recasting (but using unofficial and/or approximate methods.  

• ATOM 

• FastLim 

• MadAnalysis 

• Gambit 

• SModelS 

• XQCAT 

• CheckMate 

• unofficial contributions to Rivet 

• As I’ll show, it is possible to interface RECAST infrastructure with these unofficial pheno 
recasting tools.

Towards a public analysis database ... Aug 21, 2014

Towards a public analysis database

• Validated analysis codes, easy to check and to use for everybody. 

• Can serve for the interpretation of the LHC results in a large variety of models. 

• Convenient way of documentation; helps long-term preservation of the analyses 
performed by ATLAS and CMS.

• Modular approach, easy to extend, everybody who implements and validates an 
existing ATLAS or CMS analysis can publish it within this framework.

• Provides feedback to the experiments about documentation and use of their 
results.  (The ease with which an experimental analysis can be implemented and validated may actually 
serve as a useful check for the experimental collaborations for the quality of their documentation.)

6

We think it would be of great value for the whole community 
to have a database of LHC analyses based on fast simulation.

→ we propose to create such a database using the 
MadAnalysis 5 framework

arXiv:1407.3278

Sabine Kraml
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A  F L E X I B L E  W O R K F L O W  M O D E L

•A workflow composed of sub-workflows that run Rivet, Delphes, 
and ATLAS analyses in parallel on the same input
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Technical Solution:

Workflow (i.e. logic which steps to run in which order: reconstruction → analysis→ fit)

• in easy to write / read text based format (YAML)
• generic workflow language “yadage” based on graphs. No assumption on how you 

run your analysis. Should be able to accommodate your workflows.
• integrated into CERN Analysis Preservation. 
• re-run workflow using tool that interprets info stored in CAP

eventsel.yml

fit.yml

docker img

docker img

workflow.yml

sunje@cern.ch

Workflow Measurements

Analysis 1COLLABORATION

Analyses Analysis 1Collaboration

Lorem ipsum dolor sit amet, consectetur adipiscing elit. Integer nec odio. Praesent libero. Sed cursus ante dapibus diam. Sed nisi. Nulla quis sem at nibh 
elementum imperdiet. Duis sagittis ipsum. Praesent mauris. Fusce nec tellus sed augue semper porta. Mauris massa. Vestibulum lacinia arcu eget nulla. Class 
aptent taciti sociosqu ad litora torquent per conubia nostra, per inceptos himenaeos. Curabitur sodales ligula in libero. Sed dignissim lacinia nunc. 

1 Publication 23 Files 2 Contributors

John Doe CMS

Mary Smith CMS

Lorem ipsum dolor sit amet, consectetur 
adipiscing elit. Integer nec odio. 
Praesent libero.
Vestibulum lacinia arcu eget nulla. Class 
aptent taciti sociosq.

Overview Publications Files Workflow Measurements Contributers ReCASTs

Model 1

P.D.F. 

Figure 1 Plot 

Lorem ipsum dolor sit amet, consectetur adipiscing 
elit. Integer nec odio. Praesent libero.

Eur.Phys.J. C76 (2016) 451, 2016
DOI 10.1140/epjc/s10052-016-4286-3

Create new analysis

Team | Contact | Contribute | Source Code

Copyright 2016 CERN, Created & Hosted by CERN, Powered by Invenio Software

import analysis 
workflow
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data, bkgds

datasoftwareworkflow



RECAST 
front-end

Send Request (LHE,...)

Initiator :
 User

Experimentalist : 
Subscriber

Analysis 
Framework

Collaboration 
Approval BoardAdd Request

Notify Subscriber

Submit Jobs

Accept Request

RECAST back-end

New Result

Request  Approval

Grant  Approval

Send Result

Notify 

Tim
e

RECAST API

Control Center: not public, uses CERN auth., 
oversees processing of jobs on back-end

Front-End: public facing  
collects requests

CERN Analysis Preservation: 
Stores workflows, provides back-end 

computing resources



2. process request

3. review results

4. upload response

5. response public

control center (closed to experiment)front-end (open)

1. request initiated



Abstracting the Problem for the  
Machine Learning Community
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Algorithms 
From an Idea, through Development, to 

Production - Critical Element

Nuclear Physics
High-Energy Physics

Applied Math
Computer Science
Machine Design
Data Science

Other Sciences
e.g. Genomics, fluids
plasma, …



T H E  P L AY E R S

PRED ICT ION

INFERENCE

x 
observed data 

covariates 
simulated data

θ 
parameters of interest

forward modeling 
generation 
simulation

inverse problem 
measurement 

parameter estimation

p(x|θ, ν)

ν 
nuisance parameters

(z: latent variables)
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We begin with Quantum Field Theory1)

Theory gives detailed 
prediction for high-
energy collisions

2)
hierarchical: 2 → O(10) → O(100) particles

Uses of Multivariate Methods

Complex final state of VBF H → WW → llEmiss
T well-suited for multivariate methods

Used 7 variables:
∆ηll, ∆φll, Mll, ∆ηjj, ∆φjj, Mjj, MT

Compared Neural Networks, Genetic Program-
ming, and Support Vector Regression

q

q

W

W

H
W+

W−

ν

l+

l−

ν̄

Ref. Cuts low-mH Cuts NN GP SVR
120 ee 0.87 1.25 1.72 1.66 1.44
120 eµ 2.30 2.97 3.92 3.60 3.33
120 µµ 1.16 1.71 2.28 2.26 2.08
Combined 2.97 3.91 4.98 4.57 4.26
130 eµ 4.94 6.14 7.55 7.22 6.59

Table 1: Expected significance in sigma after 30 fb−1 for two cut analyses and three multivariate analyses for
different Higgs masses and final state topologies.

March 14, 2006

University of Pennsylvania Seminar

Higgs Searches at the LHC:

Challenges, Prospects, and Developments (page 25)

Kyle Cranmer

Brookhaven National Laboratory
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We begin with Quantum Field Theory1)

Theory gives detailed 
prediction for high-
energy collisions

2)

The interaction of outgoing particles 
with the detector is simulated.  

3)
e+

e-

mu-

mu+

Finally, we run particle identification and 
feature extraction algorithms on the simulated 
data as if they were from real collisions.

4)

>100 million sensors

~10-30 features describe interesting part

hierarchical: 2 → O(10) → O(100) particles



D E T E C T O R  S I M U L AT I O N

•Conceptually: Prob(detector response | particles ) 

•Implementation: Monte Carlo integration over micro-physics 

•Consequence: evaluation of the likelihood is intractable 
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D E T E C T O R  S I M U L AT I O N

•Conceptually: Prob(detector response | particles ) 

•Implementation: Monte Carlo integration over micro-physics 

•Consequence: evaluation of the likelihood is intractable 

•This motivates a new class of algorithms for what is called 
likelihood-free inference, which only require ability to 
generate samples from the simulation in the “forward mode” 
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A  C O M M O N  T H E M E
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Conclusions



C O N C L U S I O N S

•A large portion of the scientific process involves interaction between theory 
and experiment 

• The scientific process does not end when the results of an analysis are 
published in a paper! 

• this requires a different type of infrastructure 

• often neglected or addressed post-facto 

•I recommend targeted approach to theory/experiment interface 

• An open-ended approach often gets bogged down 

• start by identifying problems of scientific value with limited scope 

•Reusable & composable workflows are incredibly helpful and recent 
technology from industry makes it possible

49



Backup



E X A M P L E  R E C A S T  →  H E P D ATA  /  Z E N O D O

•After re-running analysis on new physics model, experiments might want to push result of new 
interpretation to HEPData. Technically we can do this with Zenodo. Discussing with HEPData and 
INSPIRE to have API connection to upload result. Both are based on Invenio, so should be easy. 

• this allows for new results to get a DOI and be associated with the original analysis publication
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“ N E T F L I X  F O R  M O N T E  C A R L O ”

•Lukas has prototyped a web service called Aretha that 
encapsulates Monte Carlo tools and wraps them as a web service.  

• Specific version of “cards” configuring Monte Carlo generator 

• specific installation (stored in a docker container) that ensures 
version of generator and other dependencies (compiler etc.)

52

https://github.com/aretha-hep/aretha-doc

• ideally, give DOIs to the 
generator cards and 
docker container 

• can generate more 
consistent MC on demand



L I K E L I H O O D  F R E E  I N F E R E N C E

•DeepMind and OpenAI releasing 
simulators to train advanced machine 
learning models 

•Similarly, HEP could / should release 
simulation tools and analysis workflows 
to produce training data for ML.

53

•Also, new “likelihood-
free” inference techniques 
(like Approximate 
Bayesian Computation) 
require running the 
simulation
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http://beta.briefideas.org/ideas/ff0489d51bdb17359cef823c1d6b7029
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https://github.com/lukasheinrich/weinberg-test

E N C A P S U L AT I N G  T H E  S I M U L AT I O N



result = fanalysis(data|model)

observable distributions,
confidence intervals 

on model parameters
collision data from LHC detector

model hypothesis 
(SM, many SUSY models, 

etc..)

reconstruction, event
selection, stat. evaluation

Analysis as a function mapping data and models to results
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Analysis Preservation: two-step process
Modern HEP analysis:

• Multiple steps/code-bases, possibly developed by independent teams, with differing software requirements. 
Example: one team developing the event selection, another team developing the statistical analysis

Need to capture:

1.Individual processing steps  
 
 
 

2.How to connect these steps

Goal: capture all this with least amount of work for analysis teams, preferably while 
analysis is being developed.  Should not take make than a few days

• code bases
• software environments
• identify binaries, scripts in code base
• templates how to run binaries (semantic description of arguments, naming etc..) 
• description of step output, what are the relevant data fragments

• How to wire individual steps together
• What outputs of which steps, are used as inputs for other steps, …

57



python package: “packtivity”

• executes packtivities according to  
JSON spec for given parameters

• cli tool and python bindings
• multi-host / remote execution ready via  

e.g. Docker Swarm

 

1. Problem: Preserve Individual Processing Steps  
(Example: Run Detector Simulation + Reconstruction on MC events)

pars

Job

environ-
ment

process

State

result

publisher
State’

Backend

ac
tiv

ity

State

CLI tool

python bindings

Example:

How to preserve                          ?     fanalysis( · )



2. Problem: Preserve Parametrized Workflow

step 1

step 2 step 3

step 5

step 4

step 6

Natural Data Model: directed acyclic graphs (DAGs)
• nodes: individual steps
• edges: dependency relations

Two place where parametrization enter:

1. individual steps parametrized: covered by “packtivities” 
graph topology may depend on the parameters of the analysis and  
only emerge during run-time  

2. Examples:
• variable number of created files during  

execution,
• conditional choices (if/else)/flags 

do enable/disable steps, e.g. 
run systematics / not

step 1

step 2 step 3

step 5

step 4

step 6

step 1

step 2 step 3

step 5

step 4

step 6

step 1

step 2 step 3

step 5

step 4

step 6

step 1

step 2 step 3

step 5

step 4

step 6

step 1

step 2 step 3

step 5

step 4

step 6

step 1

step 2 step 3

step 5

step 4

step 6

step 1

step 2 step 3

step 5

step 4

step 6

Par. Set 1 Par. Set 2

How to preserve                          ?     fanalysis( · )



Therefore: Sequentially build up graph, as sufficient information becomes available, 
using a number of stages that add nodes and edges

To capture analysis workflow, capture the stages.

2. Problem: Preserve Parametrized Workflow

step 1

step 2 step 3

step 5

step 4

step 6

step 1

step 2 step 3

step 5

step 4

step 6

step 1

step 2 step 3

step 5

step 4

step 6

step 1

step 2 step 3

step 5

step 4

step 6

step 1

step 2 step 3

step 5

step 4

step 6

step 1

step 2 step 3

step 5

step 4

step 6

step 1

step 2 step 3

step 5

step 4

step 6

step 1

step 2 step 3

step 5

step 4

step 6

Par. Set 1
Par. Set 2

Stage 1: 
unknown number of files. e.g.  
download & unpack archive with a 
priori unknown # of files

Stage 3:
add a node that merges results of 
the map nodes 
node/edge can be added before 
execution of map nodes

Stage 2: 
for each file in the archive, add node  
to process it
(only possible after first node done) 

Example: 
Parametrized 
Map-Reduce

How to preserve                          ?     fanalysis( · )



Technical Solution:

Preserve Software using industry standard Linux Containers (Docker)
• industry backed (Google, Amazon, …) solution for reproducible software 

environments. Like a VM, but boots in milliseconds.
• complete freedom for analysis team on software choices. Makes no assumption on 

how you run your code (“snapshot your work directory”)

• can capture using a script or in an interactive session :

lxplus> docker run …  #start snapshot session
container> svn co …
container> make …
lxplus> docker commit … #save snapshot of workdir

H
o
s
t

HEP software  
ASG releases, 

LCG releases etc

User 
Code

Base OS 
system 

libs

Docker Image. Think: executable filesystem snapshot 
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•Many people contributing now. Contributions from CERN, DASPOS, DIANA, GitHub, Moore-Sloan Data Science Environment 
at NYU, Notre Dame, Nebraska, … 

•Using yadage and packtivity JSON schemas developed by Lukas Heinrich and described in draft DASPOS technical report for 
packaging realistic LHC analyses 

•CERN Analysis Portal (CAP) is able to store and serve up analysis workflows stored in this format. 

•New front-end webpage thanks to Christian Bora (Nebraska, DASPOS) and Eamonn Maguire (CERN)

62

Option 1

Option 2

Option 3


