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FUIURE TREND> IN
NUCLEAR PHYSICS

The Next Decade of Scientific Computing will
MV Forever Change Our Understanding of Matter

Imagine being able

to predict — with
unprecedented accuracy
and precision — the
structure of the proton
and neutron, and the
forces between them,
directly from the
dynamics of quarks
and gluons, and then
using this information
in calculations of the
structure and reactions
of atomic nuclei and of
the properties of dense
neutron stars...
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" UTURETRENDS I Nuclear Physics Scientific Objectives and

NUCLEAR PHYSICS Applications Rely on High-Performance
COMPUTING Computing

HPC |s essential in:

1. Design and Optimization of the extensive and vibrant NP
experimental program

2. Acquisition and handling of experimental data

3. Large-scale simulations and calculations of emergent complex
systems from subatomic to cosmological
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NUCLEAR PHYSICS Applications Rely on High-Performance
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SUCLEAR PHYSICS Preparing for Exascale Computing

COMPUTING and Beyond

Nuclear Physics

Exploring the Heart of Matter

Scientific Grand Challenges

e e e SCALE NUCLEAR PHYSICS
EXASCALE
REQUIREMENTS
REVIEW
JUNE 15-17, 2016
The 2015 MARYLAND
e | MARYLAND B
LONG RANGE PLAN @tsiEray
for NUCLEAR SCIENCE N —




FUTURETRENDS IN Nuclear Physics Emerges from Nature’s
WMLy Choice of Fields, their Nonlinear Interactions
COMPUTING and Plancks Constant
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FUTURETRENDS IN Nuclear Physics Emerges from Nature’s
WHIIIELININY - Choice of Fields, their Nonlinear Interactions

COMPUTING and Plancks Constant
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FUTURETRENDS IN Nuclear Physics Emerges from Nature’s
WzigibieY  Choice of Fields, their Nonlinear Interactions
COMPUTING and Plancks Constant

~ $1.2 Bn enterprlse for construction+operations, ~4000 users



FUTURE TRENDS IN

Algorithms

NUCLEAR PHYSICS From an Idea, through Development, to

COMPUTING

Production - Critical Element

Minimum time bto solution ?

Ax=b
e.q. Mulkigrid

Cumulative cycles (PF years)

(‘USCLCCD, TJoo and Edwards, JLab)

10000 1 %—x 2 x 20 PF & Moore's law
- | — 5% allocation, 10% of peak efficiency

" | — 10% allocation, 10% of peak efficiency
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FUTURE TRENDS IN

NUCLEAR PHYSICS Essential, Extensive Collaboration
COMPUTING
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FUTURETRENDS IN _ _ _
NUCLEAR PHYSICS Essential, Extensive Collaboration

COMPUTING Necessity is the Motherhood of Invention

2009

Mid-scale GPU-accelerated Cluster
Precursor to Exascale Architectures

QCDSP : 1998 Gordon Bell Prize

QCDOC ASIC DESIGN




UTURETRENDS IN _ _ _
NUCLEAR PHYSICS Essential, Extensive Collaboration

COMPUTING Porting Challenges

Code Portability is a currently a big issue, expect this to accelerate
Workflow is emerging as a major issue and also expected to accelerate

Fabric

115GB/s 115GB/s
SO “ POWERS “ POWERS 0 DORS
cPU cPU

OLCF




FUTURETRENDS IN Algorithms
NUCLEAR PHYSICS

From an Ildea, through Development, to
COMPUTING Production - Critical Element

Nuclear Physics
High-Energy Physics

Applied Math
Computer Science ‘

Other Sciences

e.g. Genomics, fluids
plasma, ...

Machine Design
Data Science




Algorithms
From an Idea, through Development,
Production - Critical Element

FUTURE TRENDS IN
NUCLEAR PHYSICS

COMPUTING

fz MICHIGAN STATE UNIVERSITY | a

Computational Mathematics, Science and Engineering

- About - Directory - Academics Resoarch- Neows & Events.

e.g., MSU
-includes HEP, NP

department established by MSU alumnus

Mo ! ne f ia$ ' racduat

- - g
The Zombie Apocalypse is upon CER & CMSE - Research Computing
CMSE Cowork

department established by MSU

The Department of Computational
Mathematics, Science and
Engineering (CMSE) is unique ameong
computational academic units
nationally; it is the first to
comprohoensively troat computation
as the "triple junction” of algorithm
development and analysis, high
performance computing, and
applications 1o scientific and
engineering modeling and data
sclence. This approach recognizes
computation as a new discipline
rather than being decentralized into
isolated sub-disciplines. CMSE, jcintly
administered by the College of
Notural Science and the College of
Engineering, will enable application-
driven computational modeling
("pull*), while also exposing
disciplinary computational scientists
to advanced tools and techniques
("push®), which will ignite new
transformational connections in
research and education,

alumaus.
CMSE News

Computing minimal interpolants in
CLUR )

Ariel Herbert-Voss, Matthew J. Hirn,
Frederick McCollum published in
Revista Mathematica Iberoamericana
for paper on computing minimal
iterpolants in CMLI(RMD).

The Zomble Apocalypse Is upon
CMSE

CMSE 201 students use
compartmental models to show
various outcomes of 3 zombie
apocalypse

MSU researcher receives Human
Frontier Science Program grant for
international collaboration

Michigan State University Assistant
Professor Alex Dickson, along with
collaborators in Australia and
Germany, has received a three-year,
$1.2 million Human Frontier Science
Program grant

More News



FUTURE TRENDS IN
NUCLEAR PHYSICS (Commercial) Cloud Computing ?

COMPUTING
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FUTURETRENDS IN
NUCLEAR PHYSICS DOE-ASCR'’s Vision in the Exascale Era

COMPUTING

DOE-ASCR currently intends to provide Hardware:

- Small number of Exascale machines
- Big data pipes

Different from what NP currently has in place
- Efficacy for NP needs to be demonstrated



FUTURE TRENDS IN

NUCLEAR PHYSICS Exascale Ecosystem for Nuclear Physics
COMPUTING

The NP community determined that during the Exascale Era
and beyond, we will need to :

NUCLEAR PHYSICS

EXASCALE
REQUIREMENTS
REVIEW

 Solve problems of extreme complexity and magnitude across a wide
range of physical scales

* Explore parameter spaces and quantify uncertainties using ensembles of
calculations

 Verity and validate algorithms, codes, and models

* Develop and optimize new codes, algorithms, models, and workflows

* Read, write, manage, analyze, curate, and track data of complexity and
scale never before encountered

« Grow and sustain an appropriate workforce
* enhanced collaboration between NP, ASCR, and NSF
e creation of permanent positions at the interface between NP and ASCR

* Enhance local capacity hardware at laboratories and universities
e integrating with ASCR infrastructure.



FUTURE TRENDS IN

NUCLEAR PHYSICS Exascale Ecosystem for Nuclear Physics
COMPUTING

Solve computational problems of extreme complexity and magnitude across a very
wide range of physical scales.

CAPABILITY/CAPACITY RESOURCES VS. HOT/COLD DATA RESOURCES IN 2025
NUCLEAR ASTROPHYSICS

10 1000

100

p—)

Cold Data (Petabytes)
&

Capacity Exaflop-System-Years*

0.1 10
Ed
0.01 1
0.01 0.1 1 10 0.1 1 10 100
Capability Exaflop-System-Years* Hot Data (Petabytes)
Statistically meaningful type-la SN ensemble . Flame spreading for XRB NS binary ensembles
CCSNe with molecular hydrodynamic (MHD)+GR+high-density transport b) CCSNe with QKE

* Exaflop-system-year refers to the total amount of computation produced by an exascale computer in 1 year.

1 Exaflop-System is expected to sustain ~ 100 Petaflops on application code
Multi Exascale need in NP alone, >10x in the US

| expect that an Exascale machine will be immediately oversubscribed by a large factor
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NUCLEAR PHYSICS Exascale Ecosystem for Nuclear Physics
COMPUTING

Solve computational problems of extreme complexity and magnitude across a very
wide range of physical scales.

- Requires Exascale capability
- hardware - with attributes consistent with NP code needs - diverse
* large memory per node

- memory bandwidth | |
- low-latency communication M

- software
- applications

- Application readiness programs are in place : more=better M

- New algorithms and mathematical formulations of our problems
* new computing and runtime paradigms need exploration

» Build on and enhance SciDAC collaborations
- NP+HEP scientists need to remain fully engaged with hardware vendors

- Intra-site networks, HPC hardware, storage, HPC trained workforce, ...



FUTURETRENDS IN
NUCLEAR PHYSICS Exascale Ecosystem for Nuclear Physics

COMPUTING

Explore parameter spaces and quantify uncertainties using ensembles of calculations.

BDATABASES

- Test theories and assumptions, find optimal solutions, propagate uncertainties,
validate models, quantify uncertainties.

- Ensemble calculations and simulations, and the experimental program, require
rapid-access and addressable databases, and spectrum of job sizes

- Databases required for data curation and long-term staging of hot and cold data for
postproduction analysis — effort required in this area
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NUCLEAR PHYSICS Exascale Ecosystem for Nuclear Physics
COMPUTING

Read, write, manage, analyze, curate, and track data/code of complexity
and scale never before encountered
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DOE: Data Management Plans



FUTURETRENDSIN
NUCLEAR PHYSICS Exascale Ecosystem for Nuclear Physics

COMPUTING

Read, write, manage, analyze, curate, and track data/code of complexity
and scale never before encountered
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* Integration 'it existg and mature software, workflows, DAQS, m

\ T :.

ovement and analysis

- Portability at all scales and locations
- Distinction between online and offline analysis is fading - real-time capabilities
* 1/0 becoming critical, collaborative efforts required
* Desirable for ASCR and NSF facilities to establish common attributes
- authentication, software tools

- implementation of data management plans and intellectual properties matters.

» Enhanced HPC expertise local to experiments/Labs required — porting to new
architectures.



FUTURETRENDS IN
NUCLEAR PHYSICS Exascale Ecosystem for Nuclear Physics

COMPUTING

Grow and sustain a workforce to carry NP computational science through the exascale era,
including enhanced collaboration between NP, ASCR, and NSF, and creation of permanent
positions at the interface between NP and ASCR

WORKFORCE

All domains sciences recognize this as an issue in accomplishing their mission
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NUCLEAR PHYSICS Exascale Ecosystem for Nuclear Physics
COMPUTING

Grow and sustain a workforce to carry NP computational science through the exascale era,
including enhanced collaboration between NP, ASCR, and NSF, and creatlon of permanent

positions at the interface between NP and ASCR ‘ an %= & @Qx
\’,W\'\(ﬁtpﬁdh”w 7 AR

\ WORKFORCE

* SCiDAC : PhD students, PostDocs, junior senior scientists
» develop code and algorithms on evolving capability and capacity hardware.
- without SciDAC, codes would not be running well on GPU, KNL or BG/LPQ
- SciDAC, NESAP, CAAR, ESP and ECP in place
- Other training at the facilities and universities

- Growing and sustaining a HPCD workforce through exascale is vital to NP mission
- workforce development should include enhanced collaboration between NP,
ASCR, and NSF and new positions at the ASCR/NP interface.

- University and Laboratory positions are essential
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NUCLEAR PHYSICS Exascale Ecosystem for Nuclear Physics
COMPUTING

Enhance local capacity hardware at laboratories and universities that is capable of
efficiently integrating with ASCR infrastructure and facilities.
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- Critical element of Exascale Ecosystem
* 50% of USQCD compute resources today

- Leadership Class facilities oversubscribed by large factors

- Hardware optimized for scientific task
+ Code and Algorithm development
» Speed of Science

- Il canrun 1 job exploring a new idea on 600 cores for 3 weeks continually
immediately on local cluster if | want

- Training tool, student and Postdoctoral
+ " Captures” students
» Historically has led to HPC evolution

d \WELCOME

Welkcome to the Migh Performance Computing Club 2t University of Washington webnite! We are 3 community of
gracdates and uncer graduates from variows backgrounds united By a shared interest in high performance and Sy
tributed computing methods, As 3 cub, we provide training and support for students using the Myak supercomeat -
or through t . ' | , 3 mentor g program

T0 S1a0T yourr own reseanch on Hyak read owr gett ted & andd 2o maloe sare 10 Jokn owr 1ox for the lat-
et everts, scholarshigs, and inter rahip 0ppOrtunities,

Were on Shack! Join our comemunity at |

Mailing Uist: Mugs
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COMPUTING

Top 500 List

NAME SPECS SITE COUNTRY CORES sroms o
Sunway TaihuLight Shenwei SW26010 (260C 1.45 GHz) Custom interconnect NSCC in Wuxi China 10,649,600 93.0 15.4
Tianhe-2 (Milkyway-2) Intel lvy Bridge (12C 2.2 GHz) & Xeon Phi (57C 1.1 GHz), Custom interconnect NSCC in Guangzhou China 3,120,000 339 17.8
Titan Cray XK7. Opteron 6274 (16C 2.2 GHz) + Nvidia Kepler GPU, Custom interconnect ~ DOE/SC/ORNL USA 560,640 176 8.2
Sequoia IBM BlueGene/Q, Power BQC (16C 1.60 GHz), Custom interconnect DOE/NNSA/LLNL  USA 1,572.864 17.2 79
Cori Cray XC40. Intel Xeon Phi 7250 68C 1.4GHz. Aries interconnect DOE/SC/LBNL USA 622.336 140

CHINA'S NEW SUPERCOMPUTER
PUTS THE US EVEN FURTHER
BEHIND

Made in China !

~125 Petaflops, ~15 MWatts
~11 million compute cores, ~1.3 PB ram

US will deploy ~100 Petaflop machines ~ 2017-18

expect ~ 1

—xaflop machines ~ 2022
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COMPUTING

PERFORMANCE DEVELOPMENT
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NUCLEAR PHYSICS Expectations
COMPUTING

2009 2016

The Opportunities| =~ =
and Challenges of

Exascle Computing|
| NUCLEAR PHYSICS

EXASCALE
REQUIREMENTS
REVIEW

-

JUNE 15-17, 2016

©ENErReY

T —

Reality:
* Years to Exascale in2010=7,in2017 =4
* increasing demand by other fields, within the field
- competing well for resources
» evolving landscape with non-US competition for US compute resources
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NUCLEAR PHYSICS New (disruptive?) Technologies

COMPUTING
Quantum Computing

- NP has some computations that require exponential time on a
classical computer - qguantum computer?

« Microsoft, Google, IBM indicate ~50 qubit QC’s up within a year

- NP could start exploring ....

Quantum Testbeds Stakeholder Workshop

Mayflower Hotel U.S. DEPARTMENT OF

e (@) ENERGY
Machlne Learnmg

February 14-16, 2017
« Already in use in HEP expt at some level

- Sophisticated pattern recognition - correlations in data

* Nonlinear regression on steroids+epo

- Some NP engagement, and much more, would likely be valuable



FUTURE TRENDS IN
NUCLEAR PHYSICS Summary

COMPUTING

The next decade will be looked back upon as a truly astonishing period

In nuclear physics and in our understanding of fundamental aspects of
nature.

This will be made possible by advances in scientific computing and in
how the NP community organizes and collaborates, and how DOE and
NSF supports this, to take full advantage of these advances.



