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Outline

Applications of IMC

“JAM” global PDF analysis

What can PDF analysis (“1-D tomography”) 
do for the study of 3-D nucleon structure?

Role of PDFs in TMD extraction

new Iterative Monte Carlo (IMC) methodology, 
with Bayesian determination of PDF errors

first MC extraction of twist-2 and 3 helicity PDFs  (“JAM15”)
+ _

first MC analysis of fragmentation functions from e  e    (“JAM16”)

first simultaneous PDF/FF analysis of DIS, SIDIS and SIA
for unambiguous flavor separation   (“JAM17”)

challenges and opportunities…
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Methodology
Analysis of data requires estimating expectation values
and variances of observables     (= PDFs, FFs)O

E[O] =

Z
dnaP(~a|data)O(~a)

V [O] =

Z
dnaP(~a|data) ⇥O(~a)� E[O]

⇤2

probability distribution

P(~a|data) / L(data|~a) ⇡(~a)

L(data|~a) ⇠ exp

⇥
� 1

2

�2
(~a)

⇤
likelihood function

Bayes’ theorem
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Methodology
Standard method for evaluating E, V  is  “maximum likelihood”

maximize probability distribution
P(~a|data) ! ~a0

E[O(~a)] = O(~a0) V [O(~a)] ! Hessian

if     linear in parameters, and if probability is
symmetric in all parameters
O

In practice, since in general                           ,
maximum likelihood method will sometimes fail

E[f(~a)] = f(E[~a])

need more versatile approach (e.g. Monte Carlo)

,

E[O] ⇡ 1

N

X

k

O(~ak) V [O] ⇡ 1

N

X

k

⇥O(~ak)� E[O]
⇤2,
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Iterative Monte Carlo

but sample significantly larger parameter space than possible
in single-fit analyses

no assumptions on exponents sampler

priors

fit

fit

fit

posteriors

original data

pseudo

data

training

data

fit

parameters from

minimization steps

validation

data

validation

posterior

as initial

guess

prior

Can use traditional functional form for input distribution shape

xf(x) = N x

a (1� x)b (1 + c

p
x+ d x)

cross-validation to avoid
overfitting

iterate until convergence
criteria satisfied

unambiguous determination
of PDF uncertainties
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Inclusive DIS global analysis
Maximally utilize high-precision, high-statistics spin data
at lower (as well as higher) energies

~ 15 experiments completed at JLab, with data
straddling resonance & DIS regions

explore systematics of lowering kinematic cuts
down to Q2 > 1 GeV2, W 2 > 3.5 GeV2

constrain (poorly-determined) PDFs at large x,  
and extract higher twist (twist-3) distributions

control of nuclear and finite-Q  corrections2

fit experimental L & T asymmetries rather than 
derived structure functions

6



mostly insensitive to polarized strangeness and glue
Inclusive DIS data constrain                   distributions�u+ & �d+

Assume          can be described as sum of twist
and higher twist terms

g1, g2 ⌧ = 2

g1 = g⌧2(TMC)
1 + g⌧3(TMC)

1 + g⌧41

g2 = g⌧2(TMC)
2 + g⌧3(TMC)

2

Inclusive DIS global analysis

Structure function (moments) at leading twist      (at NLO)⌧

Wandzura-Wilczek relation

g(n)1,�2 =
1

2

X

q

e2q (�C(n)
qq �q(n) +�C(n)

g �g(n))

g(n)2,�2 = �n� 1

n
g(n)1,�2

includes OPE target
mass corrections
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twist-3 part of      parametrized via twist-3 PDFsg2

similar functional form also for twist-4 part

D

�3(x) = Nx

a(1� x)b(1 + c x)

- at parton level

- at hadron level

Higher twist corrections

g�31 = (�2 � 1)


g�32 � 2

Z 1

x

dy

y
g�32

�
twist-3 part of      related to twist-3 part of g1 g2

NOT Q   SUPPRESSED!2

g�41 = N 0xa0
(1� x)b

0
(1 + �0 x)

1

Q2
g

⌧4
1 =

h(x)

Q

2

Inclusive DIS global analysis
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reconstruction. The final results from eg1b for the
deuteron have been published [16] and the results for
the proton (used in the present analysis) will be
published shortly [14]. Due to the wide range in
beam energies and running conditions, eg1b covers
the largest range in x and Q2 of any experiment at
Jefferson Lab.

(ii) eg1-dvcs: As the last spin structure function meas-
urement with CLAS in the 6 GeV era of Jefferson
Lab, experiment eg1-dvcs ran in 2009 with a
significantly improved polarized target (14NH3

and 14ND3 polarized along the beam direction) at

the highest beam energy (5.8–6 GeV) available at
the time. This experiment differs from eg1b chiefly
due to its much higher integrated luminosity and a
significantly larger minimum scattering angle, yield-
ing a much higher statistical precision in the DIS
region. Its results have been published in Ref. [15].

(iii) E06-014: Experiment E06-014 ran in Hall A of
Jefferson Lab in 2009 with the primary purpose of
determining the higher-twist moment d2ðQ2Þ in
Eq. (23) for the neutron. It measured both parallel
and transverse double spin asymmetries as in Eqs. (3)
and (4), as well as cross section differences for
electron scattering off 3He targets polarized up to
50% through spin-exchange optical pumping. The
use of two beam energies (4.7 and 5.9 GeV) and the
“BigBite” large acceptance spectrometer resulted in
a broad coverage of the DIS region for both d2 [18]
and A1 [17].

(iv) COMPASS: The final results of the 2011 run of the
COMPASS experiment with a 200 GeV muon beam
and a longitudinally polarized proton (NH3) target
have recently been published [39]. Only the virtual
photon asymmetry A1 is given, but at the high Q2 of
these data, corrections due to A2 should be minimal.
COMPASS data provide the lowest accessible values
for x and the largest Q2 values for any given x, and
are therefore very important for the extraction of sea
quark and gluon polarization information from
inclusive DIS data.

For all experiments where they are available, we fit
directly the measured asymmetries A∥ [Eq. (3)] and A⊥
[Eq. (4)] rather than derived quantities, such as A1 and A2.
The SLAC experiment E155x [81] presents a special case,
in that the target was not polarized exactly at 90° relative to
the beam direction, but at 92.4°. In addition, the asymme-
tries were measured simultaneously by three spectrometers,

TABLE I. Inclusive DIS data sets used in the JAM15 global
PDF analysis, indicating the observables fitted, the targets used,
the number of data points in each experiment, and the respective
χ2dof values.

Experiment Reference Observable Target
Number
of points χ2dof

EMC [69] A1 p 10 0.40
SMC [70] A1 p 12 0.47
SMC [70] A1 d 12 1.62
SMC [71] A1 p 8 1.26
SMC [71] A1 d 8 0.57
COMPASS [72] A1 p 15 0.92
COMPASS [73] A1 d 15 0.67
COMPASS [39] A1 p 51 0.76
SLAC E80=E130 [74] A∥ p 22 0.59
SLAC E142 [75] A1

3He 8 0.49
SLAC E142 [75] A2

3He 8 0.60
SLAC E143 [76] A∥ p 81 0.80
SLAC E143 [76] A∥ d 81 1.12
SLAC E143 [76] A⊥ p 48 0.89
SLAC E143 [76] A⊥ d 48 0.91
SLAC E154 [77] A∥

3He 18 0.51
SLAC E154 [77] A⊥ 3He 18 0.97
SLAC E155 [78] A∥ p 71 1.20
SLAC E155 [79] A∥ d 71 1.05
SLAC E155 [80] A⊥ p 65 0.99
SLAC E155 [80] A⊥ d 65 1.52
SLAC E155x [81] ~A⊥ p 116 1.27
SLAC E155x [81] ~A⊥ d 115 0.83
HERMES [82] A1 “n” 9 0.25
HERMES [83] A∥ p 35 0.47
HERMES [83] A∥ d 35 0.94
HERMES [84] A2 p 19 0.93
JLab E99-117 [85] A∥

3He 3 0.27
JLab E99-117 [85] A⊥ 3He 3 1.58
JLab E06-014 [17] A∥

3He 14 2.12
JLab E06-014 [18] A⊥ 3He 14 1.06
JLab eg1-dvcs [15] A∥ p 195 1.52
JLab eg1-dvcs [15] A∥ d 114 0.94
JLab eg1b [14] A∥ p 890 1.11
JLab eg1b [16] A∥ d 218 1.02
Total 2515 1.07

FIG. 3. Kinematic coverage in x and Q2 of the polarized
inclusive DIS data sets used in the JAM15 analysis. The bounda-
ries corresponding to fixed W2 ¼ M2 þQ2ð1 − xÞ=x equal to
4 GeV2 (solid curve) and 10 GeV2 (dashed curve) are indicated.
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Monte Carlo aspect of the analysis, a random selection of
100 fits from the full sample of ≈8000 in the full analysis is
shown, along with the expectation values and standard
deviations for each distribution computed from Eqs. (47)
and (48) using the full sample. The Δuþ andΔdþ PDFs are
the best determined distributions from the inclusive DIS
data, with relatively small uncertainty bands. We stress that
the uncertainties here are computed unambiguously from
the Monte Carlo analysis, independent of any tolerance
criteria, which are sometimes invoked in single-fit analyses
to inflate PDF errors when fitting incompatible data sets
[3]. Integrated over all x, the lowest moments of the Δuþ
and Δdþ distributions are 0.83" 0.01 and −0.42" 0.01,
respectively. The contributions from the extrapolated
regions, x < 0.001 and x > 0.8, where the PDFs are not
directly constrained by data, are very small as a comparison
between the truncated and full moments in Table IV
demonstrates.
The strange-quark distribution Δsþ turns out to be

negative, constrained by a combination of Q2 evolution,
weak baryon decay constants, and the assumption of an
SU(3)-symmetric sea, Eq. (37). The value of Δsþ inte-
grated over x is −0.10" 0.01, which then implies a total
helicity carried by quarks and antiquarks of ΔΣ ¼ 0.28"
0.04 at the input scale. The extrapolated region contributes
little to the moments of the quark distributions, in contrast
to the gluon case, where the unmeasured region plays a
much more important role. In particular, while the gluon
helicity from the experimentally constrained region is
0.5" 0.4, the total moment approximately doubles in
magnitude, but with a significantly larger uncertainty,
ΔG ¼ 1" 15. This is reflected by the much wider error
band on the ΔgðxÞ distribution in Fig. 16 than on the

polarized quark PDFs. The uncertainty is expected to be
reduced once jet and pion production data from polarized
pp collisions are included in the analysis [40].
The difficulty in constraining the polarized gluon dis-

tribution is clearly revealed through the spread of Δg from
various global PDF parametrizations illustrated in Fig. 17.
Here the PDFs from the DSSV09 [21], AAC09 [24], BB10
[22], LSS10 [23] and NNPDF14 [28] global analyses are
compared with the JAM15 results, and with the previous
JAM13 [20] distributions. Note that the BB10 fit uses only
inclusive DIS data, similar to our analysis and JAM13,
while LSS10 includes also semi-inclusive DIS asymme-
tries. The other analyses consider in addition data from
polarized pp scattering with jet and π production at RHIC,
which have the strongest constraints on the gluon

TABLE IV. Lowest moments of the twist-2 PDFs Δuþ, Δdþ,
Δsþ, ΔΣ and ΔG, the twist-3 dp2 and dn2 moments, and the x2-
weighted moments hp and hn of the twist-4 distributions. The
truncated moments in the measured region x ∈ ½0.001; 0.8' and
the extrapolated full moments are shown at Q2 ¼ 1 GeV2.

Moment Truncated Full

Δuþ 0.82" 0.01 0.83" 0.01
Δdþ −0.42" 0.01 −0.44" 0.01
Δsþ −0.10" 0.01 −0.10" 0.01
ΔΣ 0.31" 0.03 0.28" 0.04
ΔG 0.5" 0.4 1" 15
dp2 0.005" 0.002 0.005" 0.002
dn2 −0.001" 0.001 −0.001" 0.001
hp −0.000" 0.001 0.000" 0.001
hn 0.001" 0.002 0.001" 0.003

FIG. 16. Leading-twist Δuþ, Δdþ, Δsþ and Δg distributions [(a) and (b)] and the higher-twistDu;d andHp;n distributions [(c) and (d)]
as a function of x forQ2 ¼ 1 GeV2. Panels (a) and (c) show a random sample of 100 from the 8000 IMC fits, while (b) and (d) show the
average distributions and the standard deviations computed from Eqs. (47) and (48). Note that x times the distribution is shown.
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Comparison with other analyses
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Polarization of quark sea?
Inclusive DIS data cannot distinguish between q and q_

semi-inclusive DIS sensitive to �q & �q̄

⇠
X

q

e

2
q

⇥
�q(x)Dh

q (z) +�q̄(x)Dh
q̄ (z)

⇤

but need fragmentation functions!

Global analysis of DIS + SIDIS data gives different sign for
strange quark polarization for different fragmentation functions!

for “DSS” parametrization
�s < 0

�s > 0

need to understand origin of differences in fragmentation!

for “HKNS” parametrization Hirai et al., PRD75, 114010 (2007)

de Florian et al., PRD75, 094009 (2007)
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analyses, the MC representation is significantly more
versatile and adaptable in describing the FFs. Indeed, the
resulting averaged central value of the FFs as a function of z
is a linear combination of many functional shapes, effec-
tively increasing the flexibility of the parametrization.

IV. DATA SETS

In the current analysis we use all available data sets from
the single-inclusive annihilation process eþe− → hX, for
h ¼ π# and K# mesons. Table I summarizes the various
SIA experiments, including the type of observable mea-
sured (inclusive or tagged), center-of-mass energy Q,
number of data points, and the χ2 values and fitted
normalization factors for each data set. Specifically, we
include data from experiments at DESY (from the TASSO
[23–25] and ARGUS [26] Collaborations); SLAC (TPC
[27–29], HRS [30], SLD [31] and BABAR [40]
Collaborations); CERN (OPAL [32,33], ALEPH [34]

and DELPHI [35,36] Collaborations); and KEK (TOPAZ
[37] and Belle [38,39] Collaborations). Approximately half
of the 459 π# data points and 391 K# data points are near
the Z-boson pole, Q ≈MZ, while the most recent, high-
precision Belle and BABAR data from the B-factories are at
Q≃ 10.5 GeV. The latter measurements in particular
provide a more comprehensive coverage of the large-z
region, and reveal clearer scaling violation effects com-
pared with the previous higher-energy measurements.
In the TPC, OPAL, DELPHI and SLD experiments,

light-quark and heavy-quark events were separated by
considering the properties of final-state hadrons. In the
SLD experiment, for example, events from the primary c
and b quarks were selected by tracks near the primary
interaction point. For each secondary vertex, the total
transverse momentum and invariant mass were obtained,
after which the data were separated into c- and b-tagged
events depending on the masses and transverse momenta.
Some events without the secondary vertex were considered

TABLE I. Single-inclusive eþe− annihilation experiments used in this analysis, including the type of observable (inclusive or tagged),
the center-of-mass energy Q (in GeV), the number of data points Ndat, the average fitted point-to-point normalization factors NðeÞ

i
averaged over each experimental data set (or “1” for data sets not providing correlated systematic errors), and the χ2 values, for pions and
kaons. Note that the normalization factors for the various TASSO data, indicated by (*) in the table, are in the range 0.976–1.184 for
pions and 0.891–1.033 for kaons. The listed χ2 and average normalization values correspond to fits obtained including the BABAR
“prompt” data [40], while the results including instead the “conventional” BABAR data are listed in parentheses only for pions (for kaons
the “prompt” and “conventional” data sets are essentially identical).

Pions Kaons

Experiment Ref. Observable Q (GeV) Ndat norm. χ2 Ndat norm. χ2

ARGUS [26] Inclusive 9.98 35 1.024 (1.058) 51.1 (55.8) 15 1.007 8.5
Belle [38,39] Inclusive 10.52 78 0.900 (0.919) 37.6 (21.7) 78 0.988 10.9
BABAR [40] Inclusive 10.54 39 0.993 (0.948) 31.6 (70.7) 30 0.992 4.9
TASSO [23–25] Inclusive 12-44 29 (*) 37.0 (38.8) 18 (*) 14.3
TPC [27–29] Inclusive 29.00 18 1 36.3 (57.8) 16 1 47.8

uds tag 29.00 6 1 3.7 (4.6)
b tag 29.00 6 1 8.7 (8.6)
c tag 29.00 6 1 3.3 (3.0)

HRS [30] Inclusive 29.00 2 1 4.2 (6.2) 3 1 0.3
TOPAZ [37] Inclusive 58.00 4 1 4.8 (6.3) 3 1 0.9
OPAL [32,33] Inclusive 91.20 22 1 33.3 (37.2) 10 1 6.3

u tag 91.20 5 1.203 (1.203) 6.6 (8.1) 5 1.185 2.1
d tag 91.20 5 1.204 (1.203) 6.1 (7.6) 5 1.075 0.6
s tag 91.20 5 1.126 (1.200) 14.4 (11.0) 5 1.173 1.5
c tag 91.20 5 1.174 (1.323) 10.7 (6.1) 5 1.169 13.2
b tag 91.20 5 1.218 (1.209) 34.2 (36.6) 4 1.177 10.9

ALEPH [34] Inclusive 91.20 22 0.987 (0.989) 15.6 (20.4) 18 1.008 6.1
DELPHI [35,36] Inclusive 91.20 17 1 21.0 (20.2) 27 1 3.9

uds tag 91.20 17 1 13.3 (13.4) 17 1 22.5
b tag 91.20 17 1 41.9 (42.9) 17 1 9.1

SLD [31] Inclusive 91.28 29 1.002 (1.004) 27.3 (36.3) 29 0.994 14.3
uds tag 91.28 29 1.003 (1.004) 51.7 (55.6) 29 0.994 42.6
c tag 91.28 29 0.998 (1.001) 30.2 (40.4) 29 1.000 31.7
b tag 91.28 29 1.005 (1.005) 74.6 (61.9) 28 0.992 134.1

Total: 459 599.3 (671.2) 391 395.0
χ2=Ndat ¼ 1.31 (1.46) χ2=Ndat ¼ 1.01

NOBUO SATO et al. PHYSICAL REVIEW D 94, 114004 (2016)

114004-8

IMC analysis of fragmentation functions
Analyze single-inclusive e  e   annihilation data for
pion & kaon production from DESY, CERN, SLAC & KEK
from Q ~ 10 GeV to Z-boson pole 
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IMC analysis of fragmentation functions

convergence after ~ 20 iterations
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IMC analysis of fragmentation functions

favored FFs well constrained; unfavored not as well…

very hard g     K fragmentation??

nontrivial shape of s     K  fragmentation
— impact on        extraction?�s+
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Phenomenological Study of 
Hadronization in Nuclear and  

High-Energy Physics Experiments 

LDRD Proposal 
2017-LDRD-5 
 

       
 

NP	 HEP	

Can one obtain further insights into shapes and magnitudes 
of FFs from MC event generators,  e.g. Pythia?

JLab LDRD

	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
Theorists	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

Experimentalists	

LDRD Personnel  
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Collins	

	
	
	
	

Melnitchouk		
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Diefenthaler	

	
	
	
	

Prestel	

	
	
	
	

Lönnblad			

Consultant:	
	
	
	
	
	

Sjöstrand	

Pythia		

	
	
	
	

Sato		

co-PI	 co-PI	PI	

Other		

Synergy with event generators

develop MC event generator for TMDs, including spin

19

compare Lund string fragmentation with
 “CSS” (Collins-Soper-Sterman) type factorization

Markus Diefenthaler’s talk     



Simultaneous PDF + FF analysis

�u+ �d+ �s+ �⌃

gA a8

test of
Bjorken
sum rule

J. Ethier (2017)

test of
SU(3)
symmetry

PRELIMINARY

First combined analysis of DIS + SIDIS + SIA data, with
simultaneous extraction of PDFs and fragmentation functions
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Formal developments

26 / 37

� = d‡/dqT

qT = ph/z
Factorization in TMD observables

� = �
= TTMD� + [� ≠ TTMD�]
= TTMD�¸ ˚˙ ˝

W

+ Tcoll [� ≠ TTMD�]
¸ ˚˙ ˝

Y

+O(m2/Q2)�

Region of qT π Q

- TMD approx. dominates æ � ¥ TTMD�
- Y term small

Region of qT & Q

- Collinear approx. dominates æ � ¥ Tcoll�
- At large Q, TTMD� is mostly perturbative

W = TTMD�
FO = Tcoll�
ASY = TcollTTMD�
Y = FO ≠ ASY

� = any TMD observable

Role of PDFs in 3-D structure

Collins, Gamberg, Prokudin, Rogers, Sato, Wang
PRD 94, 034014 (2016)

“TMD jargon”
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SIDIS (One of the main programs of JLab12)

27 / 37

Cross section and structure functions

d5‡(S‹)
dxBdQ2dzhd2Ph‹

= ‡0
Ë
FUU + sin(„h ≠ „s) F

sin(„h≠„s)
UT

+ sin(„h + „s) 2(1 ≠ y)
1 + (1 ≠ y)2 F

sin(„h+„s)
UT + ...

È

CSS formalism

FUU = HSIDIS
1
z2

h

⁄ Œ

0

db b

(2fi)J0(qh‹b) ÊWUU (bú) + YUU

F
sin(„h≠„s)
UT = ≠HSIDIS

MP

z2
h

⁄ Œ

0

db b2

(2fi) J1 (qh‹b) ÊW sin(„h≠„s)
UT (bú) + Y

sin(„h≠„s)
UT

F
sin(„h+„s)
UT = HSIDIS

Mh

z2
h

⁄ Œ

0

db b2

(2fi) J1(qh‹b) ÊW sin(„h+„s)
UT (bú) + Y

sin(„h+„s)
UT

Role of PDFs in 3-D structure

(SIDIS)

hard scattering b⇤ ! b, b ⌧ b
max

! b
max

, b � b
max

“Y” term
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SIDIS: small transverse momentum

28 / 37

W term formulation in bT space

ÊWUU (bú) © e≠Spert(Q,bú)≠S
f1
NP(Q,b)≠S

D1
NP(Q,b) ÂFUU (bú)

ÊW sin(„h≠„s)
UT (bú) © e≠Spert(Q,bú)≠S

f‹
1T

NP (Q,b)≠S
D1
NP(Q,b) ÂF sin(„h≠„s)

UT (bú)

ÊW sin(„h+„s)
UT (bú) © e≠Spert(Q,bú)≠S

h1
NP(Q,b)≠S

H‹
1

NP (Q,b) ÂF sin(„h+„s)
UT (bú)

Small bT contribution

ÂFUU (bú) =
ÿ

q

e2
q

1
Cf1

qΩi ¢ f i
1(xB , µb)

2 1
ĈD1

jΩq ¢ Dh/j(zh, µb)
2

ÂF sin(„h≠„s)
UT (bú) =

ÿ

q

e2
q

1
C

f‹
1T

qΩi ¢ f
‹(1)i
1T (xB , µb)

2 1
ĈD1

jΩq ¢ Dh/j(zh, µb)
2

ÂF sin(„h+„s)
UT (bú) =

ÿ

q

e2
q

1
”Ch1

qΩi ¢ hi
1(xB , µb)

2 1
”Ĉ

H‹
1

jΩq ¢ Ĥ
‹(1)j
1 (zh, µb)

2

Collinear distribution are important in TMDs

Role of PDFs in 3-D structure

collinear PDFs and FFs!
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Can this describe TMD cross 
sections at low energies?

10
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P t2 d

φ 
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(G
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3  c

2  sr
)]

Asaturyan et al. [JLab Hall C], PRC 85, 015202 (2012)

can fit low-p  data
with Gaussian
distributions

T

    fit by Albright, Gamberg,
Prokudin et al.  (2016)



Does it work?
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0.0 0.5 1.0 1.5 2.0
10�2

10�1
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103

FO

COMPASS

d‡
dxdzdQ2dp2

T
d‡

dxdQ2

qT/Q

Kinematics
Q2 = 1.92 GeV2

x = 0.0318
z = 0.375

d
�

d
x
d
z
d
Q

2
d
q

T

.
d
�

d
x
d
Q

2

qT/Q

Sato, Wang, Rogers…  (2016)

fixed-order (collinear)
calculation should describe
high-q  region…T

SIDIS cross section must be 
understood for any TMD 
analysis of JLab12 data!
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Can this describe TMD cross 
sections at low energies?



Goal for collinear distributions
—  “universal” QCD analysis of all observables sensitive to
     collinear (unpolarized & polarized) PDFs & FFs in IMC framework

Outlook

Longer-term goal
—  apply IMC technology (where appropriate) to global QCD
      analysis of  TMD PDFs and FFs

Need to understand realm of applicability of TMD 
factorization at low energies
— vital for analysis and interpretation of JLab12 data
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