
3

a value for the arbitrary initial scale µ�, or correspond-
ingly fixing the arbitrary scheme, R�. The � dependency
of the coe�cients is not small and since this is an implicit
µ� dependency it is simply wrong to state that the coef-
ficients only depend logarithmically on the scale. This is
intimately connected to the renormalon problem.
X-GW: Here, I have cut o↵ unimportant discussions.

MM: Ok.

Now, it is obvious that in a conformal theory, where
{�i} = {0}, the � dependency vanishes in Eq.(15). That
is, the result is the same in anyR�. Therefore, by absorb-
ing all {�i} dependency into a redefinition of the scales
at each order, we obtain a final result independent of the
initial choice of scale and scheme. Using R� we can make
this statement even more rigorous. From the explicit ex-
pression in Eq. (15) it is easy to confirm that

d⇢�(s)

d�
= �(a)

d⇢�
da

. (17)

We see that to obtain a scheme-invariant and confor-
mal result, we must set the scales such that all {�i}-
functions equal to zero, which further leads to

�(a) = 0 . (18)

Notice that this holds at any order in perturbation the-
ory and is a theoretical requirement, di↵erent from the
physical fact that the all-orders expression for ⇢ must be
renormalization scale and scheme invariant. It should be
emphasized that this is not a fixed point expression for
a but is a fully conformal requirement, that is, the beta
function vanishes identically. This proves the principle

of maximal conformality (PMC) at any order.
X-GW: I think the above demonstration is not complete

or misleading. It is right that if the right side of Eq.(17) is
satisfied by a proper PMC procedure, then the left side can be
satisfied naturally.

MM: This is all I had in mind, in other words Eq.(18) is
the ’proof-of-concept’ of the PMC scale setting - as you say, it
demonstrates that if one sets the scale such that all {�i} are
absorbed, the final result is renormalization scheme invariant
and this is the principal of maximal conformality.
X-GW: However if the left side of Eq.(18) is satisfied we

can only obtain �(a) = 0, but we can not obtain the conclusion
that all the terms involving {�i}-functions are equal to zero,
that is we can not eliminate all {�i}-series. It only happens
when all {�i}-terms are combined into functions of �(a) that
is only a lottery.

MM: There are two ways of obtaining �(a) = 0: either
{�i} = 0 or a(µ) = a⇤, where a⇤ is a constant - the fixed point
value, �(a⇤

) = 0. As I emphasize above, the latter is not what
we are considering. Let me elaborate. The fixed point theory
is a conformal field theory (CFT) - the coupling does not run.
In a CFT it does not make sense to set the scale, since the
theory is scale-invariant (a = a⇤ on all scales). Moreover, the
CFT is not asymptotically free, so we cannot even consider
observables computed in perturbation theory - it has no well-
defined perturbative limit. So, to me it does not make sense
to consider nor discuss this case in the context of the scale

setting problem. Therefore, �(a) = 0 can only mean {�i} = 0

in the context we are considering.
In fact, by setting � = 0 directly, we must demonstrate the

{�i}-terms in the coe�cient functions ri are eliminated simul-
taneously. This point has also been discussed in my previous
letters, but it has not been discussed so far.

MM: I do not understand this last comment?

III. SETTING THE PMC SCALES

The expression in Eq. (15) explicitly shows the pattern
of �i terms appearing in the coe�cients at each order.
That is, if we forget about any reference scheme, the
expression for ⇢ in any scheme will take the form:

⇢(Q2) =r
0,0 + r

1,0a(Q) + [r
2,0 + �

0

r
2,1]a(Q)2

+ [r
3,0 + �
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r
2,1 + 2�

0

r
3,1 + �2

0

r
3,2]a(Q)3

+ [r
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2

r
2,1 + 2�

1

r
3,1 +
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2
�
1

�
0

r
3,2 + 3�

0

r
4,1

+ 3�2

0

r
4,2 + �3

0

r
4,3]a(Q)4 +O(a5) (19)

where ri,0 are the conformal part of the coe�cients.
MM: Note that I in this expression have assumed/inferred

some relations between the coe�cients e.g. the �0a(Q)

2 co-
e�cient and the �1a(Q)

3 are equal etc... It follows from Eq.
(15) and I have checked that it is indeed correct for Re+e�!h.
I think this holds for any observable?
We have as before for simplicity of the expression set

µ = Q, but this is not the final expression. We must
set the scale at each order in such a way to absorb all �i

dependencies into the running coupling. The problem is
now to understand which terms should be absorbed into
which scales. We can use R� to provide the solution. In
deriving Eq. (15) we made an equal scale displacement
of each running coupling. To see from where each � ap-
peared, we put a dummy index on the displacement of
each coupling to track its origin. The result is:
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]a(Q)4 +O(a5) (20)

This immediately shows us which terms should be ab-
sorbed into which running coupling, e.g. we must resum
all �

1

dependency into a
1

etc.. In the end one can remove
the dummy index on the couplings since they were put
only to display the correct resummation pattern.

MM: I must emphasize here that the BLM procedure is
only and approximation to PMC as can be seen above, i.e.
besides the fact that ri,0 depend explicitly on Nf one can also
now observe that e.g. there is an N2

f term coming from �1�0

at order a4 which must be absorbed into a1 - If I have un-
derstood BLM correctly, at this order you absorb only all N3

f

dependency into a1, right?


