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 ProMC file format

 “Archive” data format to keep MC events:
– Event records, NLO,original logfiles, PDG tables etc.

 30% smaller files than existing formats after 
compression

 Effective file size reduction for pile-up events
– Particles with small momenta → less bytes used

 Installed on Mira (BlueGene/Q). 
 Supports C++/Java/Python
 Separate events can be streamed over the Internet:

– similar to avi frames (video streaming)

Number of used bytes depends on values. 
Small values use small number of bytes

compression strength keeping 
precision of constant

Better data reduction 
(smaller values) 

http://atlaswww.hep.anl.gov/asc/promc/

8-bytes (int64) → varint

Google's Protocol buffers

S.C., E.May, K. Strand, P. Van 
Gemmeren, Comp. Physics 
Comm. 185 (2014), 2629

https://atlaswww.hep.anl.gov/asc/promc/
http://atlaswww.hep.anl.gov/asc/promc/
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Benchmarks for EVGEN files 

https://atlaswww.hep.anl.gov/asc/wikidoc/doku.php?id=asc:promc:introduction

ProMC files:
● 12 times smaller than HEPMC
● 30% smaller than ROOT 
   ~30% faster to process (C++/Java)File sizes for 10,000 tt events for pp at LHC

ASCII text files
(after compression)

https://atlaswww.hep.anl.gov/asc/wikidoc/doku.php?id=asc:promc:introduction
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Google's ProtocolBuffers
https://developers.google.com/protocol-buffers/

Protocol buffers are a 
language-neutral, platform-
neutral extensible 
mechanism for serializing 
structured data

 used at Google for storing / interchanging structured information. 

https://developers.google.com/protocol-buffers/
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Google's ProtocolBuffers
https://developers.google.com/protocol-buffers/

 ProMC is a method to organize and stream (write/read)  ProtocolBuffers 
messages.

 Uses “zip” to combine entries (“lossless”)
 One massage is one “event”
 Streaming is done using:

– zipios library (not maintained) uses zip32 (~65k files)
– libzip library (zip64)

• no 65k limit, but heavy memory usage
 The choice “zip32 vs zip64” is done during file creation

– Java always write zip64 entries!
 There is a “distiller” program “prom2promc” to convert zip32 to zip64

https://developers.google.com/protocol-buffers/
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Why ProMC is self-describing format?
 Unzip a ProMC file: unzip <file.promc>:

– version
– description
– header
– 0 
– 1
– 2
– 3
– ..
– ProMCDescription.proto
– ProMCHeader.proto
– ProMC.proto
– ProMCStat.proto
– logfile.txt

ASCII data layout  file
describing event structure 
using platform-neutral 
Prottocol-Buffer syntax 
(Google)

Events in compact, binary 
wire format. Uses 
“varints” to compact int64

If you know “ProMC.proto” template, you can generate analysis code (C++/Java/Python) for 
reading / writing binary entries inside ProMC

Protocol-Buffers interface 
description language
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Event structure. Examples

“HEPMC” truth record using for 
Snowmass13

Example of reconstructed  event record 
for Snowmass13 (Delphes3)

Data structures can be very 
complicated..
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Converters (in C++ and Java)

Using varints to compact data:

Monte Carlo event record have many 
integers (PID, ID, mother1, mother2,
daughter1,2, status code, etc)

They are all small integers → can be 
represented by 1-2 bytes of varints

Many tools: merge split etc..
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Example of reading a ProMC file 
(Check $PROMC variable first!)

 See: https://atlaswww.hep.anl.gov/asc/wikidoc/doku.php?id=asc:promc:examples
– wget http://atlaswww.hep.anl.gov/asc/promc/download/Pythia8.promc
– promc_proto Pythia8.promc  # extracts data layouts into the directory "proto"
– promc_code                 # creates  C++ analysis code
– make                      # compiles C++ code reader.cc
– ./reader   Pythia8.promc   # runs the C++ analysis code
– unzip -p Pythia8.promc  logfile.txt # extracts Monte Carlo log file

“promc_code” also creates analysis codes in C++, Java, Python 
(in directories /src /java /python directories)

“promc_code” rebuilds C++ header files (or Java classes) using input 
ProtocolBuffers template files

If “template” files are not appended to the file, data cannot be recovered.

https://atlaswww.hep.anl.gov/asc/wikidoc/doku.php?id=asc:promc:examples
http://atlaswww.hep.anl.gov/asc/promc/download/Pythia8.promc
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Creating a ProMC file

 Look at the example: $PROMC/examples/random
 Make a directory “proto” and define templates for your data
 promc_code               # creates header files/source  codes (in “src”)
 make; ./writer # write your data
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Summary

 ProMC files are well tested since 2013:
– up to 4 GB per file
– up to 200k events/entries (ZIP64 version)
–  1.5 billion events stored in HepSim (http://atlaswww.hep.anl.gov/hepsim/)

since Snowmass 2013

 To be solved:
– Two types of ProMC  are currently in use: based ZIP (max 65k entries) and ZIP64 

types
• ZIP allows fast streaming of records (zipios library), but max number of events is 65k
• ZIP64 uses libzip, but it accumulates data before streaming
• How to unify these 2 approaches?

 We need to fix zipios library for zip64! Geant4 uses this library too! 

http://atlaswww.hep.anl.gov/hepsim/
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