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~ 3000  CT14, arXiv:1506.07443 
~ 4000  CJ12,  P.R. D84 (11) 014008 
~ 4300  NNPDF3.0,  
              JHEP 1504 (15) 040 

….

~ 500  NNPDFpol1.1,  
           N.P. B887 (14) 276 

( ~ 2500 (?)  JAM 

            arXiv:1601.07782 )

 268  “Collins”    
           Anselmino et al., P.R. D92 (15) 114023 
  68  “DiFF”       
           Radici et al., JHEP 1505 (15) 123
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from fits of   

hundreds data

h1   
from fits of   
tens data

 poorly 
known

quark polarization



5

=1h �

  transversity  is  very  different  from  helicity
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boosted Nucleon helicity  
basis

g1  diagonal

h1  non diagonal
 ( “chiral-odd” )

no h1 for gluons  
( in Nucleon )

pure non-singlet evolution

Transversity :  Why   
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Transversity :  Why   

playground for tests of perturbative  and nonperturbative QCD 
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  1st Mellin moment of transversity  ⇒  tensor “charge”
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  tensor  “charge” gT     scales with Q2            C-odd  

  1st Mellin moment of transversity  ⇒  tensor “charge”

axial charge gA        conserved           C-even
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no associated conserved current in LQCD

 tensor charge not directly accessible in LSM  
 low-energy footprint of new physics at higher scales ? 
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potential  for  BSM discovery ?  

• Both approaches needed to reconstruct the structure, symmetries,  
and parameters of LBSM  

Two strategies

LHC

LANSCE

ACME

• Both approaches needed to reconstruct the structure, symmetries,  
and parameters of LBSM  

Two strategies

LHC

LANSCE

ACME

search for new physics Beyond Standard Model 

direct access

indirect access  
virtual effects

MBSM 
high energy

E

Eexp ≪ MBSM    
low energy  

high precision
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search for new physics Beyond Standard Model 

direct access

indirect access  
virtual effects

MBSM 
high energy

E

Eexp ≪ MBSM    
low energy  

high precision

 footprint:  
new local 
operators

The low-energy footprints of LBSM

• The low-energy footprints of heavy new physics: local operators

Familiar example: 
W q2 << MW2

 GF ~ g2/Mw2 

gg

The low-energy footprints of LBSM

• The low-energy footprints of heavy new physics: local operators

Familiar example: 
W q2 << MW2

 GF ~ g2/Mw2 

gg

Example: 
weak CC  

interaction
q2 ≪ MW

2
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potential  for  BSM discovery ?  

Example:  neutron β−decay   n → p e− νe

β-decays and BSM physics

Ten effective couplings

E << Λ

1/Λ2  GF ~ g2Vij/Mw2 ~1/v2

• In the SM,  W exchange (V-A, universality) _

(+ radiative corr.’s…)

LSM ⇠ GF Vud ē�µ(1� �5)⌫e hp|ū�µ(1� �5)d|ni
q2 ⇠ (Mp �Mn)

2 ⇡ 0

tree-level SM, V-A universality

GF ⇠ g2

M2
W
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potential  for  BSM discovery ?  

precision of 
measurement

Example:  neutron β−decay   n → p e− νe

β-decays and BSM physics

Ten effective couplings

E << Λ

1/Λ2  GF ~ g2Vij/Mw2 ~1/v2

• In the SM,  W exchange (V-A, universality)

β-decays and BSM physics

Ten effective couplings
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(+ radiative corr.’s…)
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precision of 0.1%  ⇒  [3-5] TeV for BSM scale 

tree-level SM, V-A universality
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neutron  β−decay  and  tensor charge  

tensor contribution to neutron β-decay

Le↵,T ⇠ GF Vud ✏T ē�µ⌫ ⌫eL hp|ū�µ⌫ d|ni
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neutron  β−decay  and  tensor charge  

tensor contribution to neutron β-decay

Le↵,T ⇠ GF Vud ✏T ē�µ⌫ ⌫eL hp|ū�µ⌫ d|ni

same structure of isovector component of  
1st Mellin moment of transversity

isospin symmetry
hp, Sp| ū�µ⌫u � d̄�µ⌫d |p, Spi

hp, Sp| q̄ �µ⌫
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neutron  β−decay  and  tensor charge  

tensor contribution to neutron β-decay

Le↵,T ⇠ GF Vud ✏T ē�µ⌫ ⌫eL hp|ū�µ⌫ d|ni

same structure of isovector component of  
1st Mellin moment of transversity

isospin symmetry
hp, Sp| ū�µ⌫u � d̄�µ⌫d |p, Spi

hp, Sp| q̄ �µ⌫
q |p, Spi =

�
P

µ
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⌫
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⌫
S

µ
p

�
g

q
T (Q

2)

=
�
P

µ
S

⌫
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⌫
S

µ
p
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q�q̄
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knowledge of  isovector tensor charge gTu-d  affects 
precision of tensor coupling  GF Vud εT gT   in β-decay
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CP violation  in  BSM  

in some BSM theories,  
the leading CP-violating (CPV) couplings  

are related to fermion Electric Dipole Moments (EDM)

LCPV � ie
X

f=u,d,s,e

df f̄ �µ⌫�5 f Fµ⌫

Fµ⌫ = @µA⌫ � @⌫Aµ

neutron EDM dn = guT du + gdT dd + gsT ds
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in some BSM theories,  
the leading CP-violating (CPV) couplings  

are related to fermion Electric Dipole Moments (EDM)

LCPV � ie
X

f=u,d,s,e

df f̄ �µ⌫�5 f Fµ⌫

Fµ⌫ = @µA⌫ � @⌫Aµ

neutron EDM dn = guT du + gdT dd + gsT ds

exp. bounds +    improved 
     knowledge
 on flavor-diagonal
   tensor charges

constraints on 
 CP violation

encoded in q EDM
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Present extractions of transversity  
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FIG. 27. (a) Comparison of extracted transversity (solid lines and shaded region) Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).
(b) Comparison of extracted transversity (solid lines and shaded region) at Q2 = 2.4 GeV2 with Pavia 2015 extraction [18]
(shaded region).
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FIG. 28. Comparison of extracted Collins fragmentation functions (solid lines) at Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).

much better determined by the existing data, as one can see from Fig. 28 that the functions at Q2 = 2.4 GeV2 are
compatible within error bands. The unfavored fragmentation functions are different, however those functions are not
very well determined by existing experimental data.
We also compare the tensor change from our and other extractions in Fig. 29. The contribution to tensor charge

of Ref. [18] is found by extraction using the so-called dihadron fragmentation function that couples to collinear
transversity distribution. The corresponding functions have DGLAP type evolution known at LO and were used in
Ref. [18]. The results plotted in Fig. 29 corresponds to our estimates of the contribution to u-quark and d-quark in
the region of x [0.065, 0.35] at Q2 = 10 GeV2 at 68% C.L. (label 1) and the contribution to u-quark and d-quark in
the same region of x and the same Q2 using the so-called flexible scenario, αs(M2

Z) = 0.125, of Ref. [18]. One can
see that our extraction has an excellent precision for both u-quark and d-quark. The fact that the central values and
errors of extracted tensor charges are in a good agreement in both methods, ours and Ref. [18], is very positive and
allows for future investigations of transversity including all available data in a global fit.
Our results compare well with extractions from Ref. [17]. Even though correct TMD evolution was not used in

Ref. [17] the effects of DGLAP evolution of collinear distributions were taken into account and the resulting fit is of
good quality, χ2/d.o.f. = 0.8 for the so-called standard parametrization of Collins fragmentation functions. In fact
the probability that the model of Ref. [17] correctly describes the data is P (0.8 ∗ 249, 249) = 99%. The tensor charge
was estimated at 95% C.L. using two different parametrizations for Collins fragmentation functions, the so-called
standard parametrization that utilized similar to our parametrization and the polynomial parametrization. In Fig. 30
we compare our results with calculations from Ref. [17] at 95% C.L. at Q2 = 0.8 GeV2 and calculations at 68 % at
Q2 = 1 GeV2 of Ref. [18]. Even though we compare tensor charge at different values of Q2 its evolution is quite slow,
so the good agreement of all three methods is a good sign. We conclude that tensor charge perhaps is very stable with

TMD
factorization

Kang et al.,  
P.R. D93 (16) 014009

Anselmino et al.,  
P.R. D87 (13) 094019

collinear
factorization

Radici et al.,  
JHEP 1505 (15) 123

Anselmino et al.,  
             2013

Kang et al.,  
2015

up down
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FIG. 6: (left) The isovector helicity distribution x(�u(x)��d(x)) (purple band) computed on the lattice, along with selected
global polarized analyses by NNPDFpol1.1 [37], JAM [35] (green dot-dashed) and DSSV09 [36] (brown dotted line), and a
model calculation �QSM [39] (blue dashed line). Note that the uncertainties in the global analyses are omitted here for
visibility reasons. (right) The isovector transversity distribution x(�u(x)� �d(x)) computed on the lattice in this work, along
with �QSM [39] (blue dashed line) and latest phenomenological analysis from Ref. [45] (labeled as KPSY15, Orange band).
The corresponding sea-quark distributions are �q(x) = �q(�x) and �q(x) = ��q(�x).
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For the helicity distribution, we have
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and for the transversity distribution, we have
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(54)

where the quark self-energy contribution is the same as Eq. 52.

very recently, also lattice calculation of “quasi-transversity”  
using  Ji’s  LaMET
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Collins effect :  the TORINO extraction  

• separate collinear x (z) and k⊥ (p⊥) dependence

• Q2-independent Gaussian ansatz for k⊥ (p⊥) dependence
<k2

⊥> = 0.57 GeV2  
<p2

⊥> = 0.12 GeV2 

from analysis of  
SIDIS multiplicities

Anselmino et al.,  
P.R. D92 (15) 114023

• same Gaussian widths for h1 & f1; different for H1
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 & D1
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• separate collinear x (z) and k⊥ (p⊥) dependence

• Q2-independent Gaussian ansatz for k⊥ (p⊥) dependence
<k2

⊥> = 0.57 GeV2  
<p2

⊥> = 0.12 GeV2 

from analysis of  
SIDIS multiplicities

Anselmino et al.,  
P.R. D92 (15) 114023

• same Gaussian widths for h1 & f1; different for H1
⊥

 & D1

• different collinear shape for favored & disfavored H1
⊥

• DGLAP evolution of collinear dependence; Soffer bound built in h1(x,Q0)

• two schemes: chiral-odd evo for h1 only;  or for h1 and H1
⊥

• 4 parameters for h1, 5 for H1
⊥  => total 9 fit parameters

• 122 e+e−  data from         (z1,z2) dep.   and                 (z1,z2,P1T) dep.

e+e1&mul<plici<es&
&

double&goal:&
&

1&pin&down&flavor&dependence&in&TMD&FFs&
1&get&info&on&the&non1perturba<ve&evolu<on&

&

6/10/14& Andrea&Signori&1&VU/Nikhef& 16&

• global  χ2/dof in [0.84 - 1.2]  at 95.45% C.L. (⇔ Δχ2 = 17.2)

• 146 SIDIS  data from            and  
hermes
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• NLO + NLL resummation
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• chiral-odd evo for both “PDF terms”, but only homogen. eq. for H(3)

• different fav. & disfav. “PDF term” H(3) at Q0    “    “   “

• Soffer bound built in “PDF term” h1(x,Q0)    as in TORINO param.
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• first analysis implementing TMD evolution

• NLO + NLL resummation

Kang et al.,  
P.R. D93 (16) 014009

• chiral-odd evo for both “PDF terms”, but only homogen. eq. for H(3)

• different fav. & disfav. “PDF term” H(3) at Q0    “    “   “

• Soffer bound built in “PDF term” h1(x,Q0)    as in TORINO param.

• total 13 fit parameters

• 122 e+e−  data from         (z1,z2) dep.   and                 (z1,z2,P1T) dep.
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• global  χ2/dof = 0.88  with  Δχ2 = 22.3 

• 140 SIDIS  data from            and           and 
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FIG. 27. (a) Comparison of extracted transversity (solid lines and shaded region) Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).
(b) Comparison of extracted transversity (solid lines and shaded region) at Q2 = 2.4 GeV2 with Pavia 2015 extraction [18]
(shaded region).
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FIG. 28. Comparison of extracted Collins fragmentation functions (solid lines) at Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).

much better determined by the existing data, as one can see from Fig. 28 that the functions at Q2 = 2.4 GeV2 are
compatible within error bands. The unfavored fragmentation functions are different, however those functions are not
very well determined by existing experimental data.
We also compare the tensor change from our and other extractions in Fig. 29. The contribution to tensor charge

of Ref. [18] is found by extraction using the so-called dihadron fragmentation function that couples to collinear
transversity distribution. The corresponding functions have DGLAP type evolution known at LO and were used in
Ref. [18]. The results plotted in Fig. 29 corresponds to our estimates of the contribution to u-quark and d-quark in
the region of x [0.065, 0.35] at Q2 = 10 GeV2 at 68% C.L. (label 1) and the contribution to u-quark and d-quark in
the same region of x and the same Q2 using the so-called flexible scenario, αs(M2

Z) = 0.125, of Ref. [18]. One can
see that our extraction has an excellent precision for both u-quark and d-quark. The fact that the central values and
errors of extracted tensor charges are in a good agreement in both methods, ours and Ref. [18], is very positive and
allows for future investigations of transversity including all available data in a global fit.
Our results compare well with extractions from Ref. [17]. Even though correct TMD evolution was not used in

Ref. [17] the effects of DGLAP evolution of collinear distributions were taken into account and the resulting fit is of
good quality, χ2/d.o.f. = 0.8 for the so-called standard parametrization of Collins fragmentation functions. In fact
the probability that the model of Ref. [17] correctly describes the data is P (0.8 ∗ 249, 249) = 99%. The tensor charge
was estimated at 95% C.L. using two different parametrizations for Collins fragmentation functions, the so-called
standard parametrization that utilized similar to our parametrization and the polynomial parametrization. In Fig. 30
we compare our results with calculations from Ref. [17] at 95% C.L. at Q2 = 0.8 GeV2 and calculations at 68 % at
Q2 = 1 GeV2 of Ref. [18]. Even though we compare tensor charge at different values of Q2 its evolution is quite slow,
so the good agreement of all three methods is a good sign. We conclude that tensor charge perhaps is very stable with
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(b) Comparison of extracted transversity (solid lines and shaded region) at Q2 = 2.4 GeV2 with Pavia 2015 extraction [18]
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FIG. 28. Comparison of extracted Collins fragmentation functions (solid lines) at Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).

much better determined by the existing data, as one can see from Fig. 28 that the functions at Q2 = 2.4 GeV2 are
compatible within error bands. The unfavored fragmentation functions are different, however those functions are not
very well determined by existing experimental data.
We also compare the tensor change from our and other extractions in Fig. 29. The contribution to tensor charge

of Ref. [18] is found by extraction using the so-called dihadron fragmentation function that couples to collinear
transversity distribution. The corresponding functions have DGLAP type evolution known at LO and were used in
Ref. [18]. The results plotted in Fig. 29 corresponds to our estimates of the contribution to u-quark and d-quark in
the region of x [0.065, 0.35] at Q2 = 10 GeV2 at 68% C.L. (label 1) and the contribution to u-quark and d-quark in
the same region of x and the same Q2 using the so-called flexible scenario, αs(M2

Z) = 0.125, of Ref. [18]. One can
see that our extraction has an excellent precision for both u-quark and d-quark. The fact that the central values and
errors of extracted tensor charges are in a good agreement in both methods, ours and Ref. [18], is very positive and
allows for future investigations of transversity including all available data in a global fit.
Our results compare well with extractions from Ref. [17]. Even though correct TMD evolution was not used in

Ref. [17] the effects of DGLAP evolution of collinear distributions were taken into account and the resulting fit is of
good quality, χ2/d.o.f. = 0.8 for the so-called standard parametrization of Collins fragmentation functions. In fact
the probability that the model of Ref. [17] correctly describes the data is P (0.8 ∗ 249, 249) = 99%. The tensor charge
was estimated at 95% C.L. using two different parametrizations for Collins fragmentation functions, the so-called
standard parametrization that utilized similar to our parametrization and the polynomial parametrization. In Fig. 30
we compare our results with calculations from Ref. [17] at 95% C.L. at Q2 = 0.8 GeV2 and calculations at 68 % at
Q2 = 1 GeV2 of Ref. [18]. Even though we compare tensor charge at different values of Q2 its evolution is quite slow,
so the good agreement of all three methods is a good sign. We conclude that tensor charge perhaps is very stable with
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much better determined by the existing data, as one can see from Fig. 28 that the functions at Q2 = 2.4 GeV2 are
compatible within error bands. The unfavored fragmentation functions are different, however those functions are not
very well determined by existing experimental data.
We also compare the tensor change from our and other extractions in Fig. 29. The contribution to tensor charge

of Ref. [18] is found by extraction using the so-called dihadron fragmentation function that couples to collinear
transversity distribution. The corresponding functions have DGLAP type evolution known at LO and were used in
Ref. [18]. The results plotted in Fig. 29 corresponds to our estimates of the contribution to u-quark and d-quark in
the region of x [0.065, 0.35] at Q2 = 10 GeV2 at 68% C.L. (label 1) and the contribution to u-quark and d-quark in
the same region of x and the same Q2 using the so-called flexible scenario, αs(M2

Z) = 0.125, of Ref. [18]. One can
see that our extraction has an excellent precision for both u-quark and d-quark. The fact that the central values and
errors of extracted tensor charges are in a good agreement in both methods, ours and Ref. [18], is very positive and
allows for future investigations of transversity including all available data in a global fit.
Our results compare well with extractions from Ref. [17]. Even though correct TMD evolution was not used in

Ref. [17] the effects of DGLAP evolution of collinear distributions were taken into account and the resulting fit is of
good quality, χ2/d.o.f. = 0.8 for the so-called standard parametrization of Collins fragmentation functions. In fact
the probability that the model of Ref. [17] correctly describes the data is P (0.8 ∗ 249, 249) = 99%. The tensor charge
was estimated at 95% C.L. using two different parametrizations for Collins fragmentation functions, the so-called
standard parametrization that utilized similar to our parametrization and the polynomial parametrization. In Fig. 30
we compare our results with calculations from Ref. [17] at 95% C.L. at Q2 = 0.8 GeV2 and calculations at 68 % at
Q2 = 1 GeV2 of Ref. [18]. Even though we compare tensor charge at different values of Q2 its evolution is quite slow,
so the good agreement of all three methods is a good sign. We conclude that tensor charge perhaps is very stable with
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FIG. 6: Our best fit results for the valence u and d quark transversity distributions at Q

2 = 2.4 GeV2 (left panel) and for
the lowest p? moment of the favoured and disfavoured Collins functions at Q

2 = 2.4 GeV2 (central panel) and at Q

2 = 112
GeV2 (right panel). The solid lines correspond to the parameters given in Table I, while the shaded areas correspond to the
statistical uncertainty on these parameters, as explained in the text.

-0.4

-0.2

 0

 0.001  0.01  0.1  1

Δ T
 d

x

2013
2015

 0

 0.2

 0.4

    

Δ T
 u

 

Q2=2.4 GeV2

FIG. 7: Comparison of our reference best fit results (red, solid lines) for the valence u and d quark transversity distributions
(left panel) and for the lowest p? moment of the favoured and disfavoured Collins functions (right panel), at Q

2 = 2.4 GeV2,
with those from our previous analysis [11] (blue, dashed lines).

kernel, similarly to what is done for the transversity function, as suggested in Refs. [42, 43]. The results we obtain
show a slight deterioration of the fit quality, with a global �2

d.o.f. increasing from 0.84 to 1.20. Although this is still
an acceptable result, one may wonder whether this is a genuine e↵ect of the chosen evolution model or, rather, a
byproduct of the functional form adopted for the Collins function parameterisation.

We have therefore exploited a di↵erent parameterisation based on a polynomial form. In principle, the polynomial
could be of any order. We have started by using an order zero polynomial, then increased it to order one and,
subsequently, to order two. In doing so, we have seen that the quality of the fit improves remarkably when going from
order zero to order one (i.e. from 2 to 4 free parameters) but it stops improving when further increasing to higher
orders. We therefore choose a first order polynomial form, which has the added advantage of depending on the same
number of free parameters as the standard parameterisation of Eqs. (11) and (12).

We consider generic combinations of fixed order Bernstein polynomials (see, for example, Ref. [44]) as they o↵er a
relatively straightforward way to keep track of the appropriate normalisation:

NC
i (z) = aiP01

(z) + biP11

(z) i = fav, dis (41)

where P
01

(z) = (1� z) and P
11

(z) = z are Bernstein polynomials of order one. Notice that by constraining the four
free parameters in such a way that �1  ai  +1 and �1  bi  +1, the Collins function automatically fulfils its
positivity bounds, as in the standard parameterisation. The Collins function will be globally modelled as shown in
Eqs. (6) and (8), with NC

fav

(z) and NC
dis

(z) as given in Eq. (41).
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FIG. 27. (a) Comparison of extracted transversity (solid lines and shaded region) Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).
(b) Comparison of extracted transversity (solid lines and shaded region) at Q2 = 2.4 GeV2 with Pavia 2015 extraction [18]
(shaded region).
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FIG. 28. Comparison of extracted Collins fragmentation functions (solid lines) at Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).

much better determined by the existing data, as one can see from Fig. 28 that the functions at Q2 = 2.4 GeV2 are
compatible within error bands. The unfavored fragmentation functions are different, however those functions are not
very well determined by existing experimental data.
We also compare the tensor change from our and other extractions in Fig. 29. The contribution to tensor charge

of Ref. [18] is found by extraction using the so-called dihadron fragmentation function that couples to collinear
transversity distribution. The corresponding functions have DGLAP type evolution known at LO and were used in
Ref. [18]. The results plotted in Fig. 29 corresponds to our estimates of the contribution to u-quark and d-quark in
the region of x [0.065, 0.35] at Q2 = 10 GeV2 at 68% C.L. (label 1) and the contribution to u-quark and d-quark in
the same region of x and the same Q2 using the so-called flexible scenario, αs(M2

Z) = 0.125, of Ref. [18]. One can
see that our extraction has an excellent precision for both u-quark and d-quark. The fact that the central values and
errors of extracted tensor charges are in a good agreement in both methods, ours and Ref. [18], is very positive and
allows for future investigations of transversity including all available data in a global fit.
Our results compare well with extractions from Ref. [17]. Even though correct TMD evolution was not used in

Ref. [17] the effects of DGLAP evolution of collinear distributions were taken into account and the resulting fit is of
good quality, χ2/d.o.f. = 0.8 for the so-called standard parametrization of Collins fragmentation functions. In fact
the probability that the model of Ref. [17] correctly describes the data is P (0.8 ∗ 249, 249) = 99%. The tensor charge
was estimated at 95% C.L. using two different parametrizations for Collins fragmentation functions, the so-called
standard parametrization that utilized similar to our parametrization and the polynomial parametrization. In Fig. 30
we compare our results with calculations from Ref. [17] at 95% C.L. at Q2 = 0.8 GeV2 and calculations at 68 % at
Q2 = 1 GeV2 of Ref. [18]. Even though we compare tensor charge at different values of Q2 its evolution is quite slow,
so the good agreement of all three methods is a good sign. We conclude that tensor charge perhaps is very stable with
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FIG. 6: Our best fit results for the valence u and d quark transversity distributions at Q

2 = 2.4 GeV2 (left panel) and for
the lowest p? moment of the favoured and disfavoured Collins functions at Q

2 = 2.4 GeV2 (central panel) and at Q

2 = 112
GeV2 (right panel). The solid lines correspond to the parameters given in Table I, while the shaded areas correspond to the
statistical uncertainty on these parameters, as explained in the text.
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FIG. 7: Comparison of our reference best fit results (red, solid lines) for the valence u and d quark transversity distributions
(left panel) and for the lowest p? moment of the favoured and disfavoured Collins functions (right panel), at Q

2 = 2.4 GeV2,
with those from our previous analysis [11] (blue, dashed lines).

kernel, similarly to what is done for the transversity function, as suggested in Refs. [42, 43]. The results we obtain
show a slight deterioration of the fit quality, with a global �2

d.o.f. increasing from 0.84 to 1.20. Although this is still
an acceptable result, one may wonder whether this is a genuine e↵ect of the chosen evolution model or, rather, a
byproduct of the functional form adopted for the Collins function parameterisation.

We have therefore exploited a di↵erent parameterisation based on a polynomial form. In principle, the polynomial
could be of any order. We have started by using an order zero polynomial, then increased it to order one and,
subsequently, to order two. In doing so, we have seen that the quality of the fit improves remarkably when going from
order zero to order one (i.e. from 2 to 4 free parameters) but it stops improving when further increasing to higher
orders. We therefore choose a first order polynomial form, which has the added advantage of depending on the same
number of free parameters as the standard parameterisation of Eqs. (11) and (12).

We consider generic combinations of fixed order Bernstein polynomials (see, for example, Ref. [44]) as they o↵er a
relatively straightforward way to keep track of the appropriate normalisation:

NC
i (z) = aiP01

(z) + biP11

(z) i = fav, dis (41)

where P
01

(z) = (1� z) and P
11

(z) = z are Bernstein polynomials of order one. Notice that by constraining the four
free parameters in such a way that �1  ai  +1 and �1  bi  +1, the Collins function automatically fulfils its
positivity bounds, as in the standard parameterisation. The Collins function will be globally modelled as shown in
Eqs. (6) and (8), with NC

fav

(z) and NC
dis

(z) as given in Eq. (41).
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FIG. 27. (a) Comparison of extracted transversity (solid lines and shaded region) Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).
(b) Comparison of extracted transversity (solid lines and shaded region) at Q2 = 2.4 GeV2 with Pavia 2015 extraction [18]
(shaded region).
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FIG. 28. Comparison of extracted Collins fragmentation functions (solid lines) at Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).

much better determined by the existing data, as one can see from Fig. 28 that the functions at Q2 = 2.4 GeV2 are
compatible within error bands. The unfavored fragmentation functions are different, however those functions are not
very well determined by existing experimental data.
We also compare the tensor change from our and other extractions in Fig. 29. The contribution to tensor charge

of Ref. [18] is found by extraction using the so-called dihadron fragmentation function that couples to collinear
transversity distribution. The corresponding functions have DGLAP type evolution known at LO and were used in
Ref. [18]. The results plotted in Fig. 29 corresponds to our estimates of the contribution to u-quark and d-quark in
the region of x [0.065, 0.35] at Q2 = 10 GeV2 at 68% C.L. (label 1) and the contribution to u-quark and d-quark in
the same region of x and the same Q2 using the so-called flexible scenario, αs(M2

Z) = 0.125, of Ref. [18]. One can
see that our extraction has an excellent precision for both u-quark and d-quark. The fact that the central values and
errors of extracted tensor charges are in a good agreement in both methods, ours and Ref. [18], is very positive and
allows for future investigations of transversity including all available data in a global fit.
Our results compare well with extractions from Ref. [17]. Even though correct TMD evolution was not used in

Ref. [17] the effects of DGLAP evolution of collinear distributions were taken into account and the resulting fit is of
good quality, χ2/d.o.f. = 0.8 for the so-called standard parametrization of Collins fragmentation functions. In fact
the probability that the model of Ref. [17] correctly describes the data is P (0.8 ∗ 249, 249) = 99%. The tensor charge
was estimated at 95% C.L. using two different parametrizations for Collins fragmentation functions, the so-called
standard parametrization that utilized similar to our parametrization and the polynomial parametrization. In Fig. 30
we compare our results with calculations from Ref. [17] at 95% C.L. at Q2 = 0.8 GeV2 and calculations at 68 % at
Q2 = 1 GeV2 of Ref. [18]. Even though we compare tensor charge at different values of Q2 its evolution is quite slow,
so the good agreement of all three methods is a good sign. We conclude that tensor charge perhaps is very stable with
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FIG. 6: Our best fit results for the valence u and d quark transversity distributions at Q

2 = 2.4 GeV2 (left panel) and for
the lowest p? moment of the favoured and disfavoured Collins functions at Q

2 = 2.4 GeV2 (central panel) and at Q

2 = 112
GeV2 (right panel). The solid lines correspond to the parameters given in Table I, while the shaded areas correspond to the
statistical uncertainty on these parameters, as explained in the text.
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FIG. 7: Comparison of our reference best fit results (red, solid lines) for the valence u and d quark transversity distributions
(left panel) and for the lowest p? moment of the favoured and disfavoured Collins functions (right panel), at Q

2 = 2.4 GeV2,
with those from our previous analysis [11] (blue, dashed lines).

kernel, similarly to what is done for the transversity function, as suggested in Refs. [42, 43]. The results we obtain
show a slight deterioration of the fit quality, with a global �2

d.o.f. increasing from 0.84 to 1.20. Although this is still
an acceptable result, one may wonder whether this is a genuine e↵ect of the chosen evolution model or, rather, a
byproduct of the functional form adopted for the Collins function parameterisation.

We have therefore exploited a di↵erent parameterisation based on a polynomial form. In principle, the polynomial
could be of any order. We have started by using an order zero polynomial, then increased it to order one and,
subsequently, to order two. In doing so, we have seen that the quality of the fit improves remarkably when going from
order zero to order one (i.e. from 2 to 4 free parameters) but it stops improving when further increasing to higher
orders. We therefore choose a first order polynomial form, which has the added advantage of depending on the same
number of free parameters as the standard parameterisation of Eqs. (11) and (12).

We consider generic combinations of fixed order Bernstein polynomials (see, for example, Ref. [44]) as they o↵er a
relatively straightforward way to keep track of the appropriate normalisation:

NC
i (z) = aiP01

(z) + biP11

(z) i = fav, dis (41)

where P
01

(z) = (1� z) and P
11

(z) = z are Bernstein polynomials of order one. Notice that by constraining the four
free parameters in such a way that �1  ai  +1 and �1  bi  +1, the Collins function automatically fulfils its
positivity bounds, as in the standard parameterisation. The Collins function will be globally modelled as shown in
Eqs. (6) and (8), with NC

fav

(z) and NC
dis

(z) as given in Eq. (41).
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FIG. 27. (a) Comparison of extracted transversity (solid lines and shaded region) Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).
(b) Comparison of extracted transversity (solid lines and shaded region) at Q2 = 2.4 GeV2 with Pavia 2015 extraction [18]
(shaded region).
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FIG. 28. Comparison of extracted Collins fragmentation functions (solid lines) at Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).

much better determined by the existing data, as one can see from Fig. 28 that the functions at Q2 = 2.4 GeV2 are
compatible within error bands. The unfavored fragmentation functions are different, however those functions are not
very well determined by existing experimental data.
We also compare the tensor change from our and other extractions in Fig. 29. The contribution to tensor charge

of Ref. [18] is found by extraction using the so-called dihadron fragmentation function that couples to collinear
transversity distribution. The corresponding functions have DGLAP type evolution known at LO and were used in
Ref. [18]. The results plotted in Fig. 29 corresponds to our estimates of the contribution to u-quark and d-quark in
the region of x [0.065, 0.35] at Q2 = 10 GeV2 at 68% C.L. (label 1) and the contribution to u-quark and d-quark in
the same region of x and the same Q2 using the so-called flexible scenario, αs(M2

Z) = 0.125, of Ref. [18]. One can
see that our extraction has an excellent precision for both u-quark and d-quark. The fact that the central values and
errors of extracted tensor charges are in a good agreement in both methods, ours and Ref. [18], is very positive and
allows for future investigations of transversity including all available data in a global fit.
Our results compare well with extractions from Ref. [17]. Even though correct TMD evolution was not used in

Ref. [17] the effects of DGLAP evolution of collinear distributions were taken into account and the resulting fit is of
good quality, χ2/d.o.f. = 0.8 for the so-called standard parametrization of Collins fragmentation functions. In fact
the probability that the model of Ref. [17] correctly describes the data is P (0.8 ∗ 249, 249) = 99%. The tensor charge
was estimated at 95% C.L. using two different parametrizations for Collins fragmentation functions, the so-called
standard parametrization that utilized similar to our parametrization and the polynomial parametrization. In Fig. 30
we compare our results with calculations from Ref. [17] at 95% C.L. at Q2 = 0.8 GeV2 and calculations at 68 % at
Q2 = 1 GeV2 of Ref. [18]. Even though we compare tensor charge at different values of Q2 its evolution is quite slow,
so the good agreement of all three methods is a good sign. We conclude that tensor charge perhaps is very stable with
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FIG. 6: Our best fit results for the valence u and d quark transversity distributions at Q

2 = 2.4 GeV2 (left panel) and for
the lowest p? moment of the favoured and disfavoured Collins functions at Q

2 = 2.4 GeV2 (central panel) and at Q

2 = 112
GeV2 (right panel). The solid lines correspond to the parameters given in Table I, while the shaded areas correspond to the
statistical uncertainty on these parameters, as explained in the text.
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FIG. 7: Comparison of our reference best fit results (red, solid lines) for the valence u and d quark transversity distributions
(left panel) and for the lowest p? moment of the favoured and disfavoured Collins functions (right panel), at Q

2 = 2.4 GeV2,
with those from our previous analysis [11] (blue, dashed lines).

kernel, similarly to what is done for the transversity function, as suggested in Refs. [42, 43]. The results we obtain
show a slight deterioration of the fit quality, with a global �2

d.o.f. increasing from 0.84 to 1.20. Although this is still
an acceptable result, one may wonder whether this is a genuine e↵ect of the chosen evolution model or, rather, a
byproduct of the functional form adopted for the Collins function parameterisation.

We have therefore exploited a di↵erent parameterisation based on a polynomial form. In principle, the polynomial
could be of any order. We have started by using an order zero polynomial, then increased it to order one and,
subsequently, to order two. In doing so, we have seen that the quality of the fit improves remarkably when going from
order zero to order one (i.e. from 2 to 4 free parameters) but it stops improving when further increasing to higher
orders. We therefore choose a first order polynomial form, which has the added advantage of depending on the same
number of free parameters as the standard parameterisation of Eqs. (11) and (12).

We consider generic combinations of fixed order Bernstein polynomials (see, for example, Ref. [44]) as they o↵er a
relatively straightforward way to keep track of the appropriate normalisation:

NC
i (z) = aiP01

(z) + biP11

(z) i = fav, dis (41)

where P
01

(z) = (1� z) and P
11

(z) = z are Bernstein polynomials of order one. Notice that by constraining the four
free parameters in such a way that �1  ai  +1 and �1  bi  +1, the Collins function automatically fulfils its
positivity bounds, as in the standard parameterisation. The Collins function will be globally modelled as shown in
Eqs. (6) and (8), with NC

fav

(z) and NC
dis

(z) as given in Eq. (41).
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One can see from Fig. 12 that both data and the model obey kinematical suppression of asymmetries at low
zh, and Ph⊥. Additionally the data indicates that asymmetry becomes smaller in the region of small-xB and thus
transversity becomes small in the small-xB region as well as can be seen in Fig. 3 (a). Positive asymmetry of π+

production implies that the product of u-quark transversity and the favored Collins fragmentation function is positive.
We choose the solution with positive u-quark transversity (the same sign as u-quark helicity distribution) and obtain
favored Collins fragmentation function is positive, see Fig. 3 (b). Large negative asymmetry of π− production indicates
that the so-called unfavored Collins fragmentation function is large and negative and indeed it is the case, see Fig. 3
(b). Measurements on proton targets are dominated by u-quark functions as far as e2u/e

2
d = 4, thus we have better

precision for the extraction of u-quark transversity and tensor charge δu.
The COMPASS data [96, 97] extend the region of resolution scale by a factor of three, ⟨Q2⟩ <∼ 21 (GeV2). We present

results of our description in Fig. 13. Again we exclude the region of Ph⊥ > 0.8 GeV where relation Ph⊥/⟨z⟩ < Q is
not satisfied. The COMPASS data extends the region of xB up to xB ∼ 10−2 and the measured asymmetry indicates
that transversity is rather small in the small-x region. Indeed the extracted transversity shown in Fig. 3 (a) becomes
small in the small-x region. The COMPASS data on effective deuterium target Fig. 13 (b) indicate that the sum of
u-quark and d-quark transversities is small, and thus both functions are approximately of the same size, it can be
seen in Fig. 3 (a).
Description of JLab’s HALL A data [9] is shown in Fig. 14. The data extend the region of xB toward large-x

and one can see that our fit is compatible with the data. The measurement on effective neutron target (3He) is
sensitive to d-quark functions, however the current experimental errors are too big to allow better extraction of
d-quark transversity.
Both BELLE [12] and BABAR [98] collaborations measured the Collins asymmetries in e+e− at

√
s ≃ 10.6 GeV.

Comparison of BELLE data [12] on A0 asymmetries for both UL and UC methods is presented in Fig. 15. The data
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chiral-odd DiFF as quark spin analyzer  
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Limitations
• no unpolarized data for D1 
   need multiplicities for e+e− → (π+π−) X 
                                      e p → e’ (π+π−) X

• little sensitivity to gluon D1
g

• no data for  z < 0.2 

• approach valid for  Mh ≪ Q 
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FIG. 27. (a) Comparison of extracted transversity (solid lines and shaded region) Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).
(b) Comparison of extracted transversity (solid lines and shaded region) at Q2 = 2.4 GeV2 with Pavia 2015 extraction [18]
(shaded region).
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FIG. 28. Comparison of extracted Collins fragmentation functions (solid lines) at Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).

much better determined by the existing data, as one can see from Fig. 28 that the functions at Q2 = 2.4 GeV2 are
compatible within error bands. The unfavored fragmentation functions are different, however those functions are not
very well determined by existing experimental data.
We also compare the tensor change from our and other extractions in Fig. 29. The contribution to tensor charge

of Ref. [18] is found by extraction using the so-called dihadron fragmentation function that couples to collinear
transversity distribution. The corresponding functions have DGLAP type evolution known at LO and were used in
Ref. [18]. The results plotted in Fig. 29 corresponds to our estimates of the contribution to u-quark and d-quark in
the region of x [0.065, 0.35] at Q2 = 10 GeV2 at 68% C.L. (label 1) and the contribution to u-quark and d-quark in
the same region of x and the same Q2 using the so-called flexible scenario, αs(M2

Z) = 0.125, of Ref. [18]. One can
see that our extraction has an excellent precision for both u-quark and d-quark. The fact that the central values and
errors of extracted tensor charges are in a good agreement in both methods, ours and Ref. [18], is very positive and
allows for future investigations of transversity including all available data in a global fit.
Our results compare well with extractions from Ref. [17]. Even though correct TMD evolution was not used in

Ref. [17] the effects of DGLAP evolution of collinear distributions were taken into account and the resulting fit is of
good quality, χ2/d.o.f. = 0.8 for the so-called standard parametrization of Collins fragmentation functions. In fact
the probability that the model of Ref. [17] correctly describes the data is P (0.8 ∗ 249, 249) = 99%. The tensor charge
was estimated at 95% C.L. using two different parametrizations for Collins fragmentation functions, the so-called
standard parametrization that utilized similar to our parametrization and the polynomial parametrization. In Fig. 30
we compare our results with calculations from Ref. [17] at 95% C.L. at Q2 = 0.8 GeV2 and calculations at 68 % at
Q2 = 1 GeV2 of Ref. [18]. Even though we compare tensor charge at different values of Q2 its evolution is quite slow,
so the good agreement of all three methods is a good sign. We conclude that tensor charge perhaps is very stable with

Choice of functional form

28

 at starting scale Q0
2 = 1 GeV2

satisfies Soffer Bound at any Q2

2|hq
1(x,Q

2)|  2 SBq(x) = |fq
1 (x) + g

q
1(x)|

xh

qv
1 (x) = tanh

⇥p
x

�
Aq +Bqx+ Cqx

2 +Dqx
3
�⇤ ⇥

x SBq(x) + x SBq̄(x)
⇤

rigid

flexible

extra-flexible

Anselmino et al.,  
       2013

Kang et al.,  
   2015

Kang et al. 2015  <->  Pavia 2015

linear 
scale

Q2=2.4 GeV2
Choice of functional form

28

 at starting scale Q0
2 = 1 GeV2

satisfies Soffer Bound at any Q2

2|hq
1(x,Q

2)|  2 SBq(x) = |fq
1 (x) + g

q
1(x)|

xh

qv
1 (x) = tanh

⇥p
x

�
Aq +Bqx+ Cqx

2 +Dqx
3
�⇤ ⇥

x SBq(x) + x SBq̄(x)
⇤

rigid

flexible

extra-flexible

Radici et al.,  
JHEP 1505 (15) 123



comparison with Collins effect

tension driven by  
COMPASS deuteron data

data

35
)2

(x
,Q

1
x 

h
u

d

x

0

0.1

0.2

0.3

0 0.2 0.4 0.6 0.8 1

-0.15
-0.1

-0.05
0

0.05

Kang et al (2015)
Anselmino et al (2013)

(a)

)2
(x

,Q
1

x 
h

u
d

x

-0.2

0

0.2

0.4

0 0.2 0.4 0.6 0.8 1

-0.2

-0.1

0

0.1

Kang et al (2015)
Radici et al (2015)

(b)

FIG. 27. (a) Comparison of extracted transversity (solid lines and shaded region) Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).
(b) Comparison of extracted transversity (solid lines and shaded region) at Q2 = 2.4 GeV2 with Pavia 2015 extraction [18]
(shaded region).

)2
(z

,Q
   

 
(3

)
H

-z
 

fa
v

un
fa

v

z

0

0.02

0.04 Kang et al (2015)
Anselmino et al (2013)

0 0.2 0.4 0.6 0.8 1

-0.04

-0.02

0

FIG. 28. Comparison of extracted Collins fragmentation functions (solid lines) at Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).

much better determined by the existing data, as one can see from Fig. 28 that the functions at Q2 = 2.4 GeV2 are
compatible within error bands. The unfavored fragmentation functions are different, however those functions are not
very well determined by existing experimental data.
We also compare the tensor change from our and other extractions in Fig. 29. The contribution to tensor charge

of Ref. [18] is found by extraction using the so-called dihadron fragmentation function that couples to collinear
transversity distribution. The corresponding functions have DGLAP type evolution known at LO and were used in
Ref. [18]. The results plotted in Fig. 29 corresponds to our estimates of the contribution to u-quark and d-quark in
the region of x [0.065, 0.35] at Q2 = 10 GeV2 at 68% C.L. (label 1) and the contribution to u-quark and d-quark in
the same region of x and the same Q2 using the so-called flexible scenario, αs(M2

Z) = 0.125, of Ref. [18]. One can
see that our extraction has an excellent precision for both u-quark and d-quark. The fact that the central values and
errors of extracted tensor charges are in a good agreement in both methods, ours and Ref. [18], is very positive and
allows for future investigations of transversity including all available data in a global fit.
Our results compare well with extractions from Ref. [17]. Even though correct TMD evolution was not used in

Ref. [17] the effects of DGLAP evolution of collinear distributions were taken into account and the resulting fit is of
good quality, χ2/d.o.f. = 0.8 for the so-called standard parametrization of Collins fragmentation functions. In fact
the probability that the model of Ref. [17] correctly describes the data is P (0.8 ∗ 249, 249) = 99%. The tensor charge
was estimated at 95% C.L. using two different parametrizations for Collins fragmentation functions, the so-called
standard parametrization that utilized similar to our parametrization and the polynomial parametrization. In Fig. 30
we compare our results with calculations from Ref. [17] at 95% C.L. at Q2 = 0.8 GeV2 and calculations at 68 % at
Q2 = 1 GeV2 of Ref. [18]. Even though we compare tensor charge at different values of Q2 its evolution is quite slow,
so the good agreement of all three methods is a good sign. We conclude that tensor charge perhaps is very stable with

Anselmino et al.,  
       2013

Kang et al.,  
   2015

Kang et al. 2015  <->  Pavia 2015

linear 
scale

Soffer bound  
@10 GeV2

Q2 ~ 9,15 GeV2

is Soffer bound  
violated ?

Q2=2.4 GeV2

Ralston, arXiv:0810.0871

up

down

Choice of functional form

28

 at starting scale Q0
2 = 1 GeV2

satisfies Soffer Bound at any Q2

2|hq
1(x,Q

2)|  2 SBq(x) = |fq
1 (x) + g

q
1(x)|

xh

qv
1 (x) = tanh

⇥p
x

�
Aq +Bqx+ Cqx

2 +Dqx
3
�⇤ ⇥

x SBq(x) + x SBq̄(x)
⇤

rigid

flexible

extra-flexible

Choice of functional form

28

 at starting scale Q0
2 = 1 GeV2

satisfies Soffer Bound at any Q2

2|hq
1(x,Q

2)|  2 SBq(x) = |fq
1 (x) + g

q
1(x)|

xh

qv
1 (x) = tanh

⇥p
x

�
Aq +Bqx+ Cqx

2 +Dqx
3
�⇤ ⇥

x SBq(x) + x SBq̄(x)
⇤

rigid

flexible

extra-flexible

Radici et al.,  
JHEP 1505 (15) 123



55

collinear factorization in hard processes

proton

lepton lepton

2 pions

electron

positron

e+e–

proton

proton

p-p

2 pions

2 pions

SIDIS

factorization

factorization 

Bacchetta & Radici, P.R. D70 (04) 094032

Artru & Collins, Z.Phys. C69 (96) 277     
Boer, Jakob, Radici, P.R.D67 (03) 094003 

factorization 
Jaffe, Jin, Tang, P.R.L.80 (98) 1166  
Radici, Jakob, Bianconi, P.R.D65 (02) 074031 
Bacchetta & Radici, P.R. D67 (03) 094002



56

collinear factorization in hard processes

proton

lepton lepton

2 pions

electron

positron

e+e–

proton

proton

p-p

2 pions

2 pions

DeFlorian & Vanni, P.L.B578 (04) 139  
Ceccopieri, Radici, Bacchetta, P.L.B650 (07) 81  
(see also  
      Zhou and Metz, P.R.L. 106 (11) 172001 
       for Mh—evolution of DiFFs)

SIDIS

standard DGLAP 
evolution eq.’s

factorization

factorization 

Bacchetta & Radici, P.R. D70 (04) 094032

Artru & Collins, Z.Phys. C69 (96) 277     
Boer, Jakob, Radici, P.R.D67 (03) 094003 

factorization 
Jaffe, Jin, Tang, P.R.L.80 (98) 1166  
Radici, Jakob, Bianconi, P.R.D65 (02) 074031 
Bacchetta & Radici, P.R. D67 (03) 094002



3

of the nucleon tensor charge �q =
R 1
0 dx(hq

1(x) � hq̄
1(x))

will directly test our theory of quantum chromodynam-
ics (QCD) when compared to calculations on the lat-
tice or model calculations [2–11]. h1 becomes acces-
sible in physics observables when it is coupled with an
additional chiral-odd partner, e.g. a transverse spin-
dependent fragmentation process. This second part has
to be measured independently in order to extract h1.
Our current knowledge of h1 [2, 4] is based on fixed-
target semi-inclusive deep inelastic lepton-nucleon scat-
tering (SIDIS) [12–16] in combination with data from
electron-positron annihilation [17, 18]. Proton-proton
collisions allow us to reach into the dominant valence
quark region, but the framework of perturbative QCD
introduces complications when the intrinsic transverse
momentum from the hadronization process has to be
considered [19]. It has been shown that di-hadron cor-
relations in the final state persist when integrated over
intrinsic transverse momenta. This so-called Interfer-
ence Fragmentation Function (IFF), H^

1 , can therefore
be described collinearly [20]. Therefore the contributions
to the cross section can be factorized [21] and the IFF
should be universal between electron-positron annihila-
tion, SIDIS, and proton-proton scattering.

We present measurements of charged pion correlations
from the STAR experiment at the Relativistic Heavy
Ion Collider (RHIC) at a center-of-mass energy

p
s =

200 GeV. The data, the first measurement of transver-
sity in polarized proton collisions, show non-zero hq

1(x)
at 0.15 < x < 0.30. In this range, transversity is not well
constrained by previous SIDIS measurements and our re-
sult will be particularly important to restrict the d-quark
transversity which is charge suppressed in lepton-proton
scattering.

RHIC, located at Brookhaven National Laboratory,
collides bunched beams of heavy ions as well as polar-
ized protons. The stable beam polarization orientation
is transverse to the collider plane and the polarization
direction alternates between subsequent bunches or pairs
thereof (polarization up " or down #). The bunch po-
larization pattern is changed from fill to fill in order to
reduce systematic e↵ects. While typically both beams
are polarized, a single-spin measurement is achieved by
summing over the bunches in one beam, e↵ectively re-
ducing its polarization to near zero. The polarization of
each beam is measured by polarimeters using the elastic
scattering of protons on very thin carbon targets, several
times during a RHIC fill. The polarimeter are calibrated
using a polarized hydrogen gas jet target [22]. We report
results from the RHIC run in 2006 with an integrated
luminosity of 1.8 pb�1 and an average beam polarization
of about 60%.

The STAR experiment is located at one of the colli-
sion points in RHIC. This analysis is based on data in
the central pseudorapidity range �1 < ⌘ < 1. Data are
collected by the Time Projection Chamber (TPC) pro-

viding tracking and charged pion identification [23] and
by the Barrel Electromagnetic Calorimeter (BEMC), a
lead scintillator sampling calorimeter [24]. Data from a
pair of scintillator-based beam-beam counters (BBC) at
forward rapidities 3.3 < |⌘| < 5.0 in combination with
the BEMC provides a trigger for hard QCD events [25].
The trigger requires a coincidence between the BBCs and
either a minimum transverse energy, ET > 5 GeV in a
single BEMC tower or one of several jet patch triggers in
��⇥�⌘ = 1.0⇥ 1.0 (ET > 4.0 or 7.8 GeV).
Charged pion pairs are selected by requiring tracks

that originate within ±60 cm in the longitudinal direc-
tion and 1 cm in the transverse direction from the nomi-
nal interaction vertex and that are required to point into
the central region. Tracks are required to have a min-
imum transverse momentum pT of 1.5 GeV/c. Using
dE/dx measurements in the TPC to select pions, a pu-
rity of the single pion sample of greater than 95% over
the whole kinematic range is achieved. All pion pairs in
an event are considered where the pions are close enough
in (⌘,�) space to originate from the fragmentation of the
same parton. The default value of this opening angle
cut is

p
(⌘⇡1 � ⌘⇡2)

2 + (�⇡1 � �⇡2)
2 < 0.3. Pion pairs

produced in the weak decay of the K0 meson are not ex-
pected to contribute to the asymmetry, therefore the cor-
responding mass range (497.6 ± 10 MeV) was excluded
from the analysis.
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FIG. 1. Azimuthal angle defintions in the dihadron system. ~s
a

is the direction of the spin of the polarized proton, ~p
h,{1,2} are

the momenta of the positive and negative pion, respectively
and �

R

is the angle between the production and dihadron
plane.
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reduce systematic e↵ects. While typically both beams
are polarized, a single-spin measurement is achieved by
summing over the bunches in one beam, e↵ectively re-
ducing its polarization to near zero. The polarization of
each beam is measured by polarimeters using the elastic
scattering of protons on very thin carbon targets, several
times during a RHIC fill. The polarimeter are calibrated
using a polarized hydrogen gas jet target [22]. We report
results from the RHIC run in 2006 with an integrated
luminosity of 1.8 pb�1 and an average beam polarization
of about 60%.

The STAR experiment is located at one of the colli-
sion points in RHIC. This analysis is based on data in
the central pseudorapidity range �1 < ⌘ < 1. Data are
collected by the Time Projection Chamber (TPC) pro-

viding tracking and charged pion identification [23] and
by the Barrel Electromagnetic Calorimeter (BEMC), a
lead scintillator sampling calorimeter [24]. Data from a
pair of scintillator-based beam-beam counters (BBC) at
forward rapidities 3.3 < |⌘| < 5.0 in combination with
the BEMC provides a trigger for hard QCD events [25].
The trigger requires a coincidence between the BBCs and
either a minimum transverse energy, ET > 5 GeV in a
single BEMC tower or one of several jet patch triggers in
��⇥�⌘ = 1.0⇥ 1.0 (ET > 4.0 or 7.8 GeV).
Charged pion pairs are selected by requiring tracks

that originate within ±60 cm in the longitudinal direc-
tion and 1 cm in the transverse direction from the nomi-
nal interaction vertex and that are required to point into
the central region. Tracks are required to have a min-
imum transverse momentum pT of 1.5 GeV/c. Using
dE/dx measurements in the TPC to select pions, a pu-
rity of the single pion sample of greater than 95% over
the whole kinematic range is achieved. All pion pairs in
an event are considered where the pions are close enough
in (⌘,�) space to originate from the fragmentation of the
same parton. The default value of this opening angle
cut is
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produced in the weak decay of the K0 meson are not ex-
pected to contribute to the asymmetry, therefore the cor-
responding mass range (497.6 ± 10 MeV) was excluded
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p
s =
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prediction of new STAR data using 68% of replicas 
forward AUT(M)

run 2006 Adamczyk et al. (STAR), P.R.L. 115 (2015) 242501

run 2012 K. Landry,  talk at APS 2015

PRELIMINARY

forward AUT(M)   
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prediction of new STAR data using 68% of replicas 
backward AUT(M)

run 2006
run 2012 K. Landry,  talk at APS 2015

PRELIMINARY

backward AUT(M)   

Adamczyk et al. (STAR), P.R.L. 115 (2015) 242501
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AUT(η)   

prediction of new STAR data using 68% of replicas 
AUT(η)

run 2006
run 2012 K. Landry,  talk at APS 2015

problem ?
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Adamczyk et al. (STAR), P.R.L. 115 (2015) 242501
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FIG. 29. Comparison of tensor charge δq[0.0065,0.35] for u-quark and d-quark from this paper at 68% C.L. (Kang et al 2015)
and result from Ref. [18] (Radici et al 2015) at 68% C.L. Both results are at Q2 = 10 GeV2.
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FIG. 30. Comparison of tensor charge δq[0,1] for u-quark and d-quark in the whole region of x from this paper at 90% C.L.
(Kang et al 2015) at Q2 = 10 GeV2 and result from Ref. [18] (Radici et al 2015) at at 68% C.L. and Q2 = 1 GeV2, and Ref. [17]
at 95% C.L. standard and polynomial fit (Anselmino et al 2013) at Q2 = 0.8 GeV2.

respect to evolution effects that are included in phenomenological extractions. It also means that phenomenological
results of Ref. [17] and other extractions without TMD evolution are valid phenomenologically. One should remember,
of course, that TMD evolution is more complicated if compared to DGLAP evolution (even though formal solutions
are simpler in TMD case). The usage of non perturbative kernels make it very important to actually demonstrate
that the proper evolution is indeed exhibited by the experimental data. Once correct evolution and non perturbative
Sudakov factor are established the results of Ref. [17] should be improved by utilizing the appropriate TMD evolution
that we have formulated in this paper.
In Fig. 31 we compare tensor charge δq[0,1] for u and d-quarks from this paper at 90% C.L. at Q2 = 10 GeV2

and results from various model estimates of Refs. [112–116]. One can see that our results are close to results of
Ref. [113] that actually used the approximate mass degeneracy of the light axial vector mesons (a1(1260), b1(1235)
and h1(1170)) and pole dominance to calculate the tensor charge. DSE calculations of tensor charge of Ref. [112] are
also close to our results.
Finally we present our estimates for the isovector nucleon tensor charge gT = δu − δd:

gT = +0.61+0.26
−0.51 , (155)

at 90% C.L. and

gT = +0.61+0.15
−0.25 , (156)

at 68% C.L.at Q2 = 10 GeV2. This result can be compared to lattice QCD calculations.
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are simpler in TMD case). The usage of non perturbative kernels make it very important to actually demonstrate
that the proper evolution is indeed exhibited by the experimental data. Once correct evolution and non perturbative
Sudakov factor are established the results of Ref. [17] should be improved by utilizing the appropriate TMD evolution
that we have formulated in this paper.
In Fig. 31 we compare tensor charge δq[0,1] for u and d-quarks from this paper at 90% C.L. at Q2 = 10 GeV2

and results from various model estimates of Refs. [112–116]. One can see that our results are close to results of
Ref. [113] that actually used the approximate mass degeneracy of the light axial vector mesons (a1(1260), b1(1235)
and h1(1170)) and pole dominance to calculate the tensor charge. DSE calculations of tensor charge of Ref. [112] are
also close to our results.
Finally we present our estimates for the isovector nucleon tensor charge gT = δu − δd:

gT = +0.61+0.26
−0.51 , (155)

at 90% C.L. and

gT = +0.61+0.15
−0.25 , (156)

at 68% C.L.at Q2 = 10 GeV2. This result can be compared to lattice QCD calculations.
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FIG. 32. Comparison of the isovector nucleon tensor charge gT from this paper at 68% C.L. (Kang et al 2015) at Q2 = 10
GeV2 and result from Ref. [18] (Radici et al 2015) at 68% CL and Q2 = 4 GeV2, and Ref. [17] at 95% CL standard and
polynomial fit (Anselmino et al 2013) at Q2 = 0.8 GeV2. Other points are lattice computation at Q2 = 4 GeV2 of Bali et al
Ref. [117], Gupta et al Ref. [118], Green et al Ref. [119], Aoki et al Ref. [127], Bhattacharya et al ref. [120], Gockeler et al
Ref. [121]. Pitschmann et al is DSE calculation at Q2 = 4 GeV2 Ref. [112].

processes. These features have been clearly demonstrated in Figs. 20-21. In particular, the transverse momentum
dependence illustrates the effects coming from the Sudakov resummation form factors where the perturbative part
plays an important role due to large value of the resolution scale Q ≃ 10.6 (GeV). The associated scale evolution
effects in the Ĥ(3)(z) is another important aspect in the calculations. The evolution kernel is different from that of
the unpolarized fragmentation function, and it changes the functional form dependence of zh1 and zh2. In addition,
there is cancellation between favored and unfavored Collins fragmentation functions, not only the shape but also the
size are modified with the full evolution effects taken into account.
Second, because of relative narrow Q2 range in the current SIDIS data, the evolution effects are not so evident as

compared to that in e+e− annihilation processes. This was shown in Figs. 18 and 19. However, we would like to
emphasize that, in order to precisely constrain the quark transversity distributions, we need to perform the complete
QCD evolution in the theoretical calculations of the asymmetries to compare to the experimental data. This will
become more important with high precision data from future experiments at the Jefferson Lab 12 GeV upgrade [107]
and the planned Electron Ion Collider [4, 108, 109].
Third, the quark transversity distributions from our analysis are comparable to previous determinations, including

the leading order analysis of the same Collins asymmetries in SIDIS and e+e− annihilation processes, and the di-
hadron fragmentation channel in DIS and e+e− processes, see Fig. 27. In particular, the consistency between the
Collins asymmetry analysis and the di-hadron fragmentation analysis is a strong encouragement toward a future global
fit to include all experimental data to constrain the quark transversity distributions.
We observe, however, the Collins fragmentation functions from our analysis are quite different from those determined

from the leading order analysis in Ref. [17], although they are in the same order of magnitude. To further test the
evolution effects, we emphasize the importance of future experiment measurements, in particular, in the energy range
different from B-factories, such as those from the BEPC II at the experiment BESIII. We have made predictions for
these experiments in Figs. 22 and 24. We hope the data will become available soon, and can be included into the
global fit in the near future. We encourage BELLE, BABAR and BESIII Collaborations to perform the analysis of the
data on unpolarized cross-sections as such data are curtail for our understanding of TMD fragmentation functions.
Finally, we summarize the nucleon tensor charge contribution from our analysis,

δu[0.0065,0.35] = +0.30+0.08
−0.12 , (159)

δd[0.0065,0.35] = −0.20+0.28
−0.11 , (160)

at 90% C.L. at Q2 = 10 GeV2, in the kinematic range covered by the current experiments.

δu[0.0065,0.35] = +0.30+0.04
−0.07 , (161)

δd[0.0065,0.35] = −0.20+0.12
−0.07 , (162)

at 68% C.L. at Q2 = 10 GeV2.
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Ref. [121]. Pitschmann et al is DSE calculation at Q2 = 4 GeV2 Ref. [112].

processes. These features have been clearly demonstrated in Figs. 20-21. In particular, the transverse momentum
dependence illustrates the effects coming from the Sudakov resummation form factors where the perturbative part
plays an important role due to large value of the resolution scale Q ≃ 10.6 (GeV). The associated scale evolution
effects in the Ĥ(3)(z) is another important aspect in the calculations. The evolution kernel is different from that of
the unpolarized fragmentation function, and it changes the functional form dependence of zh1 and zh2. In addition,
there is cancellation between favored and unfavored Collins fragmentation functions, not only the shape but also the
size are modified with the full evolution effects taken into account.
Second, because of relative narrow Q2 range in the current SIDIS data, the evolution effects are not so evident as

compared to that in e+e− annihilation processes. This was shown in Figs. 18 and 19. However, we would like to
emphasize that, in order to precisely constrain the quark transversity distributions, we need to perform the complete
QCD evolution in the theoretical calculations of the asymmetries to compare to the experimental data. This will
become more important with high precision data from future experiments at the Jefferson Lab 12 GeV upgrade [107]
and the planned Electron Ion Collider [4, 108, 109].
Third, the quark transversity distributions from our analysis are comparable to previous determinations, including

the leading order analysis of the same Collins asymmetries in SIDIS and e+e− annihilation processes, and the di-
hadron fragmentation channel in DIS and e+e− processes, see Fig. 27. In particular, the consistency between the
Collins asymmetry analysis and the di-hadron fragmentation analysis is a strong encouragement toward a future global
fit to include all experimental data to constrain the quark transversity distributions.
We observe, however, the Collins fragmentation functions from our analysis are quite different from those determined

from the leading order analysis in Ref. [17], although they are in the same order of magnitude. To further test the
evolution effects, we emphasize the importance of future experiment measurements, in particular, in the energy range
different from B-factories, such as those from the BEPC II at the experiment BESIII. We have made predictions for
these experiments in Figs. 22 and 24. We hope the data will become available soon, and can be included into the
global fit in the near future. We encourage BELLE, BABAR and BESIII Collaborations to perform the analysis of the
data on unpolarized cross-sections as such data are curtail for our understanding of TMD fragmentation functions.
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processes. These features have been clearly demonstrated in Figs. 20-21. In particular, the transverse momentum
dependence illustrates the effects coming from the Sudakov resummation form factors where the perturbative part
plays an important role due to large value of the resolution scale Q ≃ 10.6 (GeV). The associated scale evolution
effects in the Ĥ(3)(z) is another important aspect in the calculations. The evolution kernel is different from that of
the unpolarized fragmentation function, and it changes the functional form dependence of zh1 and zh2. In addition,
there is cancellation between favored and unfavored Collins fragmentation functions, not only the shape but also the
size are modified with the full evolution effects taken into account.
Second, because of relative narrow Q2 range in the current SIDIS data, the evolution effects are not so evident as

compared to that in e+e− annihilation processes. This was shown in Figs. 18 and 19. However, we would like to
emphasize that, in order to precisely constrain the quark transversity distributions, we need to perform the complete
QCD evolution in the theoretical calculations of the asymmetries to compare to the experimental data. This will
become more important with high precision data from future experiments at the Jefferson Lab 12 GeV upgrade [107]
and the planned Electron Ion Collider [4, 108, 109].
Third, the quark transversity distributions from our analysis are comparable to previous determinations, including

the leading order analysis of the same Collins asymmetries in SIDIS and e+e− annihilation processes, and the di-
hadron fragmentation channel in DIS and e+e− processes, see Fig. 27. In particular, the consistency between the
Collins asymmetry analysis and the di-hadron fragmentation analysis is a strong encouragement toward a future global
fit to include all experimental data to constrain the quark transversity distributions.
We observe, however, the Collins fragmentation functions from our analysis are quite different from those determined

from the leading order analysis in Ref. [17], although they are in the same order of magnitude. To further test the
evolution effects, we emphasize the importance of future experiment measurements, in particular, in the energy range
different from B-factories, such as those from the BEPC II at the experiment BESIII. We have made predictions for
these experiments in Figs. 22 and 24. We hope the data will become available soon, and can be included into the
global fit in the near future. We encourage BELLE, BABAR and BESIII Collaborations to perform the analysis of the
data on unpolarized cross-sections as such data are curtail for our understanding of TMD fragmentation functions.
Finally, we summarize the nucleon tensor charge contribution from our analysis,
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FIG. 1: (Color online) Values of the tensor charge,
g
T

(0, 4GeV2) with its uncertainty as obtained in: (1) DVMP,
Ref. [36]; (2) flexible form DiFF, Ref. [35]; (3) Single pion jet
SIDIS, Ref. [37]; Lattice QCD: (4) RQCD [14], (5) LHPC [12],
(6) PNDME [13].

better measurement of the d quarks contribution. The
results from this extraction are shown in Figure 1.

Deeply virtual exclusive pseudoscalar meson produc-
tion (DVMP),

l +N ! l0 + ⇡o(⌘) +N 0,

was proposed as a way to access transversity GPDs as-
suming a (twist three) chiral odd coupling (/ �5) for the
⇡o(⌘) prompt production mechanism [36, 38–42]. Three
additional transverse spin configurations are allowed in
the proton besides transversity which can be described in
terms of combinations of GPDs called E

T

, eH
T

, eE
T

[25].
The GPDs enter the observables at the amplitude level,
convoluted with complex coe�cients at the leading order,
thus forming the generalized form form factors (GFFs).
The various cross section terms and asymmetries are bi-
linear functions of the GFFs. A careful analysis of the
helicity amplitudes contributing to DVMP has to be per-
formed in order to disentangle the various chiral odd
GFFs from experiment [43].

The ideal set of data to maximally constrain the tensor
charge in the chiral odd sector are from the transverse
target spin asymmetry modulation [36],

F
sin(���S)
UT

= =m
h
H⇤

T

(2 eH
T

+ E
T

)
i

(7)

where �, is the angle between the leptonic and hadronic
planes, and �

s

, the angle between the lepton’s plane
and the outgoing hadron’s transverse spin. In Ref.[36]
the tensor charge was, however, extracted by fitting the
unpolarized ⇡o production cross section [20], using a
parametrization constrained from data in the chiral even

FIG. 2: (Color online) Bounds on ✏
T

obtained from preci-
sion measurements of beta decay using all current extrac-
tions and lattice QCD evaluations of the tensor charge g

T

,
plotted vs. the relative error, �g

T

/g
T

described in the text:
(turqoise) Lattice QCD [12, 13]; (yellow) Lattice QCD [14];
(green) Deeply virtual ⇡o and ⌘ production [36]; (blue) single
pion SIDIS [37]; (red) dihadron SIDIS [35]. The dashed lines
are future projections. All results were obtained using in the
definition of �g

T

/g
T

, each individual evaluation’s g
T

. The
grey band gives the error assuming �g

T

= 0, and the average
g
T

(see Fig.1). The lattice evaluations from Refs. [12, 13] are
indistinguishable.

sector to guide the functional shape of the in principle un-
known chiral odd GPDs. Notice that the tensor charge
was obtained with a relatively small error because of the
presence of these constraints. The results from this ex-
traction are also shown in Fig. 1.
Finally, in Fig. 1 we quote also the value obtained in

single pion SIDIS [37], although this is known to contain
some unaccounted for corrections from TMD evolution
[44, 45].

The impact on the extraction of ✏
T

, of both the lattice
QCD and experimental determinations of g

T

is regulated
by the most recent limit [46, 47],

| ✏
T

g
T

|< 6.4⇥ 10�4 (90%CL). (8)

Assuming no error on the extraction/evaluation of g
T

,
yields �✏

T,min

= 6.4 ⇥ 10�4/g
T

. Since the errors on
g
T

in both the lattice QCD and experimental extrac-
tions are a↵ected by systematic/theoretical uncertainty,
alternatives to the standard Hessian evaluation have been
adopted in recent analyses [18] which are based on the
R-fit method [48, 49]. By introducing the error on g

T

, we
obtain �✏

T
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T,min

. The amount by which �✏
T

de-
viates from the minimum error depends, however, on the
relative error �g

T

/g
T

as well as on the central value of
g
T

, and on C
T

. We find that within the range of param-
eters extracted from our analysis of exclusive and semi-
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current most stringent constraints on BSM tensor coupling come from 
• Dalitz-plot study of radiative pion decay  π+ → e+ νe γ 

• measurement of correlation parameters in neutron β-decay of 
various nuclei
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Pattie et al., P.R. C88 (13) 048501
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FIG. 1: (Color online) Values of the tensor charge,
g
T

(0, 4GeV2) with its uncertainty as obtained in: (1) DVMP,
Ref. [36]; (2) flexible form DiFF, Ref. [35]; (3) Single pion jet
SIDIS, Ref. [37]; Lattice QCD: (4) RQCD [14], (5) LHPC [12],
(6) PNDME [13].

better measurement of the d quarks contribution. The
results from this extraction are shown in Figure 1.

Deeply virtual exclusive pseudoscalar meson produc-
tion (DVMP),

l +N ! l0 + ⇡o(⌘) +N 0,

was proposed as a way to access transversity GPDs as-
suming a (twist three) chiral odd coupling (/ �5) for the
⇡o(⌘) prompt production mechanism [36, 38–42]. Three
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T
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T

, eE
T

[25].
The GPDs enter the observables at the amplitude level,
convoluted with complex coe�cients at the leading order,
thus forming the generalized form form factors (GFFs).
The various cross section terms and asymmetries are bi-
linear functions of the GFFs. A careful analysis of the
helicity amplitudes contributing to DVMP has to be per-
formed in order to disentangle the various chiral odd
GFFs from experiment [43].

The ideal set of data to maximally constrain the tensor
charge in the chiral odd sector are from the transverse
target spin asymmetry modulation [36],

F
sin(���S)
UT

= =m
h
H⇤

T

(2 eH
T

+ E
T

)
i

(7)

where �, is the angle between the leptonic and hadronic
planes, and �

s

, the angle between the lepton’s plane
and the outgoing hadron’s transverse spin. In Ref.[36]
the tensor charge was, however, extracted by fitting the
unpolarized ⇡o production cross section [20], using a
parametrization constrained from data in the chiral even

FIG. 2: (Color online) Bounds on ✏
T

obtained from preci-
sion measurements of beta decay using all current extrac-
tions and lattice QCD evaluations of the tensor charge g

T

,
plotted vs. the relative error, �g

T

/g
T

described in the text:
(turqoise) Lattice QCD [12, 13]; (yellow) Lattice QCD [14];
(green) Deeply virtual ⇡o and ⌘ production [36]; (blue) single
pion SIDIS [37]; (red) dihadron SIDIS [35]. The dashed lines
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T

. The
grey band gives the error assuming �g

T
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T

(see Fig.1). The lattice evaluations from Refs. [12, 13] are
indistinguishable.
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traction are also shown in Fig. 1.
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to precision of 
measurements 

and lattice

(to be improved 
with RHIC data)
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Figure 2-5: The x-Q2 plane for data from the future 
EIC and Jlab-12 GeV as well as the current SIDIS 
data and the W-boson data from RHIC. All data are 
sensitive to the Sivers function and transversity 
times the Collins FF in the TMD formalism. 

 
The ultimate test for the TMD evolution and 

the sign change of the Sivers function would be 
to measure AN for W±, Z0 boson and DY produc-
tion simultaneously. To obtain a significant 
measurement of AN for DY production, the DY 
leptons need to be detected between rapidities 2 
and 4 for a lepton pair mass of 4 GeV and bigger. 
This is a highly non-trivial measurement, as 
backgrounds mainly due to QCD 2�2 processes 
need to be suppressed by a factor of ~106. Figure 
2-6 shows the achievable statistical precision 
measuring one point in the rapidity-range 2.5 < η 
< 4.0 for the asymmetry for a delivered integrat-
ed luminosity of 400 pb-1 in comparison to the 
theoretical predicted asymmetry with and with-
out taking TMD evolution from a specific model 
into account.  

The biggest challenge of DY measurements is 
the suppression of the overwhelming hadronic 
background which is of the order of 105 ~ 106 
larger than the total DY cross-section. The prob-
ability of misidentifying a hadron track as e+/e- 
has to be suppressed down to the order of 0.01% 
while maintaining reasonable electron detection 
efficiencies. Due to the rarity of Drell-Yan 
events, the simulation of the both the Drell Yan 
process and the large QCD background are cru-
cial to understanding how well we can distin-
guish the signal from the background. The com-
bined electron/hadron discriminating power of 
the proposed calorimeter postshower and current 
calorimeter systems has been studied. We found 
that by applying multivariate analysis techniques 
to the features of EM/hadronic shower we can 
achieve hadron rejection powers of 800 to 14,000 
for hadrons of 15 GeV to 60 GeV with 90% elec-

tron detection efficiency. The hadron rejection 
power has been parameterized as a function of 
hadron energy and has been used in a fast simu-
lation to estimate DY signal-to-background rati-
os. 

The current STAR detectors in this rapidity 
range 2.5 < η < 4.0 are the Forward Meson Spec-
trometer (FMS), a Pb-glass electromagnetic de-
tector with photomultiplier tubes, and the pre-
shower, a simple hodoscope comprised of three 
layers of scintillator slats with silicon photomul-
tipliers. The FMS is primarily sensitive to elec-
trons and photons while hadrons will leave as 
minimum ionizing particles. The preshower pro-
vides photon and charged particle separation. 
The first two layers provide x and y positioning. 
A lead converter precedes the third scintillator 
layer causing photons and electrons to shower in 
lead and deposit significant energy in the third 
scintillator. To suppress photons, the signal 
should have energy deposition in each layer of 
the preshower. The three-detector setup (pre-
shower, FMS and proposed postshower) distin-
guishes photons from minimum ionizing parti-
cles and provides electron/hadron discrimination.   

These energy observables from the three de-
tectors have been used as inputs to a Boosted 
Decision Trees (BDT) algorithm. The algorithm 
takes advantage of using not only the discrimi-
nating power of each single observable but also 
the correlations among them. The final back-
ground yields as a function of pair masses were 
then fit by an exponential function and rescaled 
to a total luminosity of 400 pb-1, the results are 
shown in Figure 2-7. 
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JLab 12 (upcoming)

STAR W bosons
RHIC 500 GeV -1 < d < 1 Collins
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